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Introduction

This paper was authored by the 
following team at DeepMind 

Technologies: Volodymyr Mnih, 
Koray Kavukcuoglu, David 
Silver, Alex Graves,  Ioannis 
Antonoglou, Daan Wierstra, 

Martin Riedmiller.

The goal of this paper was to 
learn game-control policies 

from high-dimensional sensory 
input using reinforcement 

learning.

The proposed model is a 
convolutional neural network 

(CNN). The input is the raw 
pixels of a frame of the game 

and the output is a value 
function estimating future 

rewards. 



Example Inputs for the model

•

•

•



TD-Gammon

TD-Gammon is a program 
that used a multi-layer 

perceptron with one hidden 
layer to estimate a value 

function using a 
reinforcement learning 

algorithm like Q-learning. 

Best known success story of 
reinforcement learning 

being used to play video 
games. 



Deep Q-learning
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Preprocessing
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•
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Proposed Neural Network Architecture
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The Stochastic Environment

•

•

•

•

•



Sequences as Markov Decision Processes
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Optimal Q-function – the Bellman Equation

•

•



Loss function and stochastic gradient descent

•

•



Deep Q-learning with Experience Replay (Algorithm)



Experiments: Average Reward per Episode 



Experiments: predicted Q-values on Seaquest



Experiment: Reward comparison

•

•



Conclusion

•

•


