
1. 0 <= P(a) <= 1 
p(true) = 1 
p(false) = 0 
p(a or b) = p(a) + p(b) – p(a and b) 

 
2. p(m | l)  = (P (l | m) *  p(m)) / p(l) 

p(l | m) = (p(m | l) p (l)) / p(m) 
= .99 *  1 /( 10 to the 7) / 1(30) 
= .297 x 10-6 

 
3. Map-maximum a posteriori an approximation of Bayesian prediction where 

predictions are based on most probable hypothesis.  That is an hi that 
maximizes p(hi | data) *  p(hi) 

 
4.  

 
5. p(hot and sunny) = .4 + .1 = .5 

 
6. x1 xor x2 xor x3 

make truth table, and graph the box that is not separable by a plane 
 

7. w0 = (n - .5) 
wi = 1.0, 1 <= i <= n 
use sign function 
h(x)  = sgn(Σwixi from I = 0 to n  - (n - .5))   h(x) = output 

 
8. deltaj = g’ (inj) sum(wji deltai) 

Wk,j <- Wk,j + alpha x ak xdeltaj 
back propagation is process of adjusting the weights of the hidden layers 
based on how much they contributed to the final output error. 

 
9. Mercer’s theorem states any kernel of a positive definite linear operator 

corresponds to an inner product in some feature space.  A kernel function is a 
function of the form K(xi, xj) := F(x_i)\dot F(x_j) 

 
 






