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web page for class : http://www.Dath.ucla-edu/-cpolett
Prof. Pollet's OH: MWF lo-llam

lst Hw is alr€ady otr the web. Due next Friday (Oct.6) for lectwes I and 2'

Plan for today (9129100, Fdday): Co over syllabus and talk about classes in c++'

Major differetrc€ betwe€n 10A and 10B

In l0B we will talk about abstact data typ€s which are useful in any language: lists, list processing, various of kind of trees' sorting

algorithms, hashing. We'll atso be concemed with the efficiency of our algorithms. So we'll leartr about tools to measuie this such as O-

notation.

Classes in C++ (Ch. 6.2 in Savitcb)
A class is a C+l cotrstruct used to group several retated vadables. and functions together (this grouping is called eDcapsulation).

Ex lostseaE, ofstrearn, istream, ifstream arc classes for input and output.'An example object of type ostream is cout. cout bas some member

fuBctions such as cout.setprecision(3);

How do define a class

class EmployecAcct

{Public:
Employ€€Acct0;
Employe€Acct(int amt);
int getAmt0;

pnvate:
int amount;

//Name of class: notice that lst lett€r of each u,otil is capitalized.

//Constuclors say how to make this kind of objecL

//Where data is storcd.
l .

To cf,eate an obj€ct of type EoployeeAcct ia main or some other fimction we could do:

int main 0
( EmployeeAcct a" b(10)i // a is geated using lo constnrctor: a( ) is not legal C++. b( l0) is creat€d u$ing 2tld consFuctor'

// to access itrfo stored in a and b
cout << a. getAmt0<<endl; //prints 0
cout<< b. getArn0<<endl; //prints 10

l
Dot operator is used to access Eember vadables ol functions.

END oF LECTURE r * * * i r r * '3* : * * *aa** r " * * * ' *+a** ' r *+ , * * * * * * * * * t * * * * : * : * * r * t * *+ : t ' f  *  ' *  *  *  *  iG 'B : *  *  *  +  +  *  *  *  *  ' *  ' r  *  +  *  *

ocroBER 2, 2000

Renixlec HW I is due FridaY.
Ilst lecurc: talked about classes in C++
Today: We will talk about l) How to defme member functions

2) DffercDce between public and ptivatt
3) ADT's

clasE Employe€Acct
{

oublic:
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EnployeeAcct( );
BmployeeAcct(int aDt);
int getAmt( );

p vate;
lnt amount;

// This would appear outside ); ending the class.

// Two colons are called scope resolution operator.

// which class we are deirning member function of

EmployeeAcct::EmployeeAcct(itrt amt)
{ amouDt = amt; }

int EBployeeAcct::getAmt( ) // int is the retum type
I retum amount: I

Now the class has be€n dehned. An example of how to use rhe class:
int main ( )
I EmployeeAcct a, b(10); // a uses the 1st conshuctor

cout << a.getAmt( ) << endl; // b uses the 2nd constructor
cout << b.getAmt( ) << endl;
rchrm 0;

)
otr screen: o

l 0

Public vs- Private
What's the difference?
Public variableyfunctions can be accessed by any other object or function.
@x) Io nain above we acressed a's getAmt function
In conftast...
Private variables call only be accessed within the scope of that class
@x) Above could access amoutrt when definiDg EmployeeAcct cotrsauctors since within the scope of EmployeeAcct class. It woutd be a
criminal offeDse !o do fis io oain since not in scope of EmployeeAcct class
Why bother having the distinctioD?
Allows us to hide th€ way wele storing the data intemally in case we need to change it. This is called Information Hiding.
More of this in a sec.,,

First somc defitritious:
A dara type consists of a collection of values together with a set of base operations defined on these values.
(Ex) Data type ht has :, +, -, *, /...
A data type is an abstract data type (ADT) if the programmer who uses the type does not have access to the details of how the values are
impleEented.
(Ex) For data type ht you do Dot krow how code for + is achrally writteD.

Classes allow us to defiDe ADT'S: what J.Proglarlurcr sees is public part.
Privaie part is how we actually do the implemeDtation.
(Ex) class Date

( public:
Date(int day, int mont}I, int yr,
Date(int day, int month, int yr);
irt getDay(int calTyp€),
int getMonth(int calType);
iot getYea(itrt calType);
int addDay( );

int calenderTyp€); // For calendarType 0-Grcgorian l-Julian etc....
// calenderType is assumed to be Gregonan.

void outpu(int calType);
pdvate:

// WheD we write this we have to make decisions about what is stoEd intemally.
// W€ assume ioformation stored in Gregorian formal.

2

To define nember functions:
EmployeeAcct: :EmployeeAcct( )



int d;
int m; // Or intemally we could have slorcd just the total number of days since yeat z€ro'

ht v;

-  ) ;' 
Public part is called the interfac€. Private Pan is called the implementatiou'

The point is as lorlg as we write our public'meEber functions corr€ctly iiutsiders never need to know how we sloted things'

Date::Date( )
{ .d4;

m=0;
^ 

Y=o;
t

// could define other member functions'

Above exuple does not show how to define :, +' *' etc' for an ADT

suppose w€ liad
- Date dl, d2(1, 1' 1), d3(1, 1' 2);

// then
d1=d2i lt s|@1ajrerlt is legal and it sets date inside dl to be same as d2

// Every pdvat€ member of dl set to coresponding value in d2'

// if we did
if (d1 : d2) cout << "hi there" << endl;
// stat€me is not legal at this point since we have not defrDed: operator

^ // for Date class

END oF LEcTURE '. * * * {. '} + * * lt '. + * * '* * ,} * * '} '} .} * * '. '} + * * * 't 't * * * :i :t * * 't 't * * *.t * :t * '} '. , '* * * * * '* * 't:t + * '} '' * + * tt * 'f *'t*..

ocroBER 4, 2000
Reminder; fIWl due Friday. Make sue to get file name right'

^ 
Last Day - talked about defining meDber tuoctions for classes. Talked a litde about ADT'S- MentioDcd operator overloading'

Today --mainly ta.lk about operator overloading. Aa the end of today we wiU st€rt talking about sepante compilatioo.

Lasaday - we talked about class Date. We said we couldn't do

Dale dl. d2:
if (dl : d2) cout << "hi\n";

^ vet sinc€: wasn't defined for tlis class.

To defirc : for Date ...
class Date
{ Public:

ftiend bool operator :(cotrst Date& dl, const Date& d2);
: // rest of class

, ;

ftiend - this keyword means that the furction given after it is not a member function of the class' but is allowed access to aoy pdvale data

slored in objects of this class.
const Date& dl // & meaDs call-by-reference i.e ' get address at where a Date object is stored

1
^ //means we will oot chatrge

Now ouBide of above class definition we'd wiie -"

bool opentor :(coost Da!e& dl' const Date& d2)

t retum ( dl.d: d2.d &&
d l .m:@.m&&

- dl -Y : dZ'Y)"

)
allowed access to these privaie numbe$ vatiables since this was a friend firnction of Date'

class Hour //class to store rougt y the hour hand fton a clock' Stores 0 to 11'

( Public:
Hou( );



Hour(int h);
iot gerllour( );
friend bool operator :(const Hour& hl, const Hour& M):
friend HouI operator +(const Hou& ht, const Hou&.M):
//could do -, /, %, * this way.
ftiend osheam& operator <<(ostream& out, const Hou& h);
ftiend isheam& operator >>(isheam& in, const Hour& h);

pflvate:
int hour:

l :
// l,et's define member functions
Hou::Hour( )
I  hour=O;  ]
Hour::Hou(int h)
{ hour = h%12; I lf e\t$ed 23 then outpur llth hour.
irlt Hour:getHou( )
{ retum hour; }
bool operamr :(const Hour& hl, const Hour& M)
{ retum h.hour: h2.hour):

Hour operator +(const Hour& hl, const Hour& M)
I return ((hl.hou+h2.hour) % 12);
)
//tefore &firing << arld >> let me explain a little.

When we have an expression like
cout << "hi there" << "you";

It's like we'd wdtten (cout << 'hi there) << "you";
,^
t

prints hi there to the screen and retums the cout obie€t.
Tben (coul << "you"); is evaluated.

+
prints you'to screen and outputs cout which since no more << opentors does nottring. a'
This kiud of evaluation explains Fototype for << object.
ostream& operator <<(osheam& out, Hou& h)

/ t \ T \
t l \

usually 
-address 

ofcout usirally cout thng to be printed
ostseam& operaio$ <<(ostreaE& h)
{ out << "Hou:"

<<h.hou<<endl;
rctum ouq

I

istreaD& operator >>(istseam& in, const Hou& h)
{ int houq

iD >> hour;
h.hour = hour%|2;
renrm m;

l

END OF LECTURE 'r * * 'l '* r. * * * r. * * :j r. * * * ,t * ,.,* * * ,* * * ,* * * ,* * * * * *,* * * :* * ,l 'r '* ,! rr. rr rr :*:* r. ,r. 'r ,r :* 't ,*:* * * *
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Last day - talked about operator ove oading
Tglay - s€parale compilation of files and dymmic allocation of objects and arays. If have time we wiu talk about the this pointer.

Separate Compilation
It is oft€n the case that maoy p€ople work or the same project. We would like to be ablc to split large plograos into several ftles so that
people working on a ploject can work indepeadendy.
Standard way to do this . . .
Usually split a program based on class definitions,

!6 Consider the Hour class we talked about last time. We'd put the i erface in a file Hou.h and the implementation into a file Hor.E.cpp.

4
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Anyone who wants to use the Hour class tells

S omeones. cPP

Hou.cpp

#include
"Hour.h"

Hour::Hour0
( // code
l'other member functiotrs

preprocessor directive to prepend Hou.h to this frle

the compiler by putting #include "Hour.h" at the start of their file'

Why do we separate the code for the interface ard implementation inio two files?

Ide; is thar thc user of class does not need to know td details of how class is implemenled. user just needs to how member functions and what

they,re supposetl to do. Also looking tbrough a file with ooly the interface is ssier to do than lookiag through both interface and

implementatioD.
One problem with this setuP . .

Userl.h User2.h

// Could end with two copies of Hour.h iE front of file that gets compiled.
// Causes au grlor.

We'd like Hour.h to be snart enough !o "tnow" if it's akeady be€l loaded.

To mak€ Hour.h smart use #ifudef

Hour.h

#itodef HOUR-H //preproc€ssor flag
#defue IIoURH // herc says flag has been defined
class Hour
{ // our code
t .

#endif // end #ihdef HOUR.H

Dynamicatly Allocating Arays and Objects
Why do we want to do this? Sometimes we would like to set size of an arlay at runtime or cieate an object at ru ime.

To do this for objects. . . .

Ex. Hour *h; // creales a poiDter to an object of typ€ llour, i.e., h catr
// stoP the memory address of where something of type
// Hour lives.

h = new Hour0; // creates at runtime aD object of type Houf, using d€fault
// constructol

//fo use menber ftmctious of this object could do things like:
,c.out<dr-igetllou()<<endl; // prints 0 to the sqeen

//Same as (rh).getHou0;
//(*h) means object store.d at address h.

//When we're done usitrg thiE object we free up memory by doing ' ' '
f,

,f



delete h; // fre€s memory used by h. If h has a destructor call it.

To do this for arays . . .

EI int *myarr;

int sizei
cill >> size:
myalT = hew turt[siz€],, ll CteatEs an array of size many ints, retums its

// location to mya[.
//To set a value of this anay

llrarrt4l 
= 6; // Sets 5th elemeDt since we stait counting at 0.

//this is equivalent to
*(nyarr + 4) = f; //move over 4 ifts from n and store 6.
//To get rid of this array when done . . .
delete[ ] myar; //says we're deleting an array

Like to start writing class to illustrate what we've talked aboul
#iftdef ARRAY_H
,Hefne ARRAY_H
// class for dynamic arays
class Aray
{ public:

AEay(int s); // allows us to create an allay of size s.
turay( ); // default array size is 10.
Aray(const Array& arr): // copies aII into curent pbject. Called

// a copy constructor
- Array( ); // d€structor frees up memory used by object
Anay& operator =(const Aray& fts) // overloads = so that copies dynamically allocated

// alray properly. Notice this is a nember ftrnction
// not a friend fimctior

// other mefiods
pnyate:

int *arfay; // wherc the data is stored
ina Dax; // how big array is.

#endif

END OF LECTURE AND SET #1 **a***'| 'r****'t* '* ' l* 'r**'t,r*****+*******+*:rir:a**'r*'a*:*+r*+:r*+++'r'f *ra:rrr+'r+
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PROGRAM IN COMPUTING lOB
PROFESSOR POLLETT

SET #2
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Reminders: I{w 2 is on the web. section 2c now meets Bunche 3150. I{W 1 solutions ale posted.

Last,day-separate compilatioD. Started on example of separate compilation that also was going to give an example of the pohter.

#itulef ARRAY-H
,tdefine ARRAY-H
class Array
t

) ;
#endif

// stuff

Today-We wilt implement Array class. Talk about = overloading and the $lis pointer. we will also begin doing algorithm effrciency analysis'

//To implement Aray make a tile called Array.cpP
#include<iosream,h>
#iucludecstdlib.h> //for exit( )
#include<stddef.b> //forNullconstant
Aray::Aray( )
{ max=100; //default allay size

aray=new intlEax];
if (aFay:NULL)
( cout "EEor: not eDough memory";

€xit (l);

)
)
AEay::Array(irt s)

{ 'max=s;

array=new iot[max];
if (anay: NIJII)
( cout << "EEor: not eDough memory";

€xit(l);
)

l

//ascertain if memory really got allocated

Aray::size( )
( return max; )
Aray::Array(const Anay& arr) //copy coostructor: argument is an array we arc gortrg to coPy

{ max=ar.size( );
array=Bew int[max];
if(arry: NULL) { //same code as before }
for (int i=0; i< max; i++) alraylil = ar.arry[i];

)
Array::-Aray( ) //destsuctor is called wheo we delete ao allay.
( delete[ ] aray; ]
Aray& Alray:;opemlor =(cotrst Aray& fts)

{ //this is a member function uot a ftiend
if (this : &rhs) //,,this" poiater is always a pohter !o the cureDt object. kft haod size of the operator is what this refers to'

{retum *this;l //So in a=b this refers to object a

n eqrals has a renrm vatue. trat way,-exp1etrio* ut" u{u*) qrr*t sbnse, Also if (r-b) Eeans set I e4ual to b then use the value of a in if

// conditioD. 
_,' 1 -



// now we handle a case where lwo sides of equality not the same

else
{ delete[ ] armY;

max = rhs.size( ):
array = new int[max];
if (anaY:NULL) {

. for (itrt i=0; i<max; i+r)
l

I
//other member functiotrs code

//same code as before
afiay lu=ms.araytu;

Then in a new f e myFile.cpp we could use above class.

#include <iosEeam.b>
#include "Array.h"

int main( )
( Anay a(10), b; c(a);

1
//uses default coostsuctor // uses copy conshuctor

c=a; . . .  e tc .
// uses overloaded =. c has same value as a but not same addiess, thus else clause is evaluated because conditional expression of if clause is

//false.
)

Can also do other opntor ovedoading with member functions.

ex. class A
( A& operator +(A& b); // left hand side is passed using this'

int main ( )
( A c d ;

cout << c+d;

)
// There is a rcason you might not want to do the above for +, but rise friend function instead: often times you would like to say what adding an

//integer colstant to class means.
//for Jxample, suppose you have a class RealNumber. Then if a is a real rumber, a+10 makes sense. But if overload + as a member functiotr

// a+10 will make sense whereas lGra won't.

E N D o F L E c T U R E : * * ' r * * * * ' l ' t * * * ! t , f * * : l ' * + * * * + * * * l * ' : * * * * * * * * , g * * * l i * * * * , i * ' * * * | * * * * * . * . * * ' * * * * * * | * * * * * * * * : } * *
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Made some corrertions to I{w2 yesteday. Prof. Pollett rptified studeDts by email. send Prcf' Pollett otr email if you didtr't receive orc from

him.

I-ast Da], - talked about the this pointer ard overloading + operato!

lod.v - mentlon some thiDgs about copy consbuctors and start talkhg about now to analyze algorithms'

Cop]' Constructors
copy constuctors can be explicitly called as in."

Array a, c(a); €- //copy constructor explicitly called for object c'

On the other hand sometimes copy constuctors called automatically

Ex. void MyFunction(Array b) <- //calt by value

{ //some code

)
int maiD ( )
,( Array a(10)

MyFunction(a);
retum 0:

I

//when b is createcl the copy consauctor is used to copy a's value into b'

//if you doo t have a copy ***",o, *,* ii, gin"n th" ,*" ,"f"r"oae as a. This can cause problems as the destructor b called whetr

//lvlyFunction. So also a s will be called as same'

/So important to have a copy constructor!

Here's arother situation where this comes up'

2
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Array Function2( )
( Array b(10);

retum b; e //just beforc b gets deleted (siDce it's a local Yadable)

I ttcopy constructor called and the object qeated is what cones back from return.

Anat],zing algorithms
ex. coNider a situation similar to HW2. We want to have a dynamically sized array and have an operation + which allows us !o add orc integer

to what's stored in the aray.

inital array

I-l.. index = o- 
) ff t"rt pl-" where we've stored stuff

+5 
/ 

ll no\t if $te add 5 to array we change our dynamic array o

index = 1

//if we want !o oow add 6 to this aray our ADT wilt handle 0ris by dl.narnically creating a new larger array by copying the conteots of our old

//anay into rcw aray, adding 6 to *le new arlay atrd deleting old aray.
//How big should the new arlay tte?
//Lct's say we just increased its size by 1, then

index = 2 // we've copied I elemed to make this array ftom old aray.

// if now w€ add 3 we would 8et

irTf,Trl 
ina"- = : tr we,ye copie.d 2 elements in going to rhis allay ftom prcvious array.

// generalizing, if we add n elements then how many copies do we make totally?

# of copies = 1+2+3+...+(n-2)+(n-1, = tit = *

//roughly, n'�ish many copies.
//Since # of copies determines the speed of the algorithm, we ask if we can do better?

//Answer: yes, wg can do befter if when we resize aray we qeate an array twice as large as the old array'

tr

5 6

I  l s  1 6  |  3

index=3

hdex=4

".8 T*='
lrT5-l

//if we now add 6

. ' $
lMwe a&in2

//so if we add n elements how many copies will we make?

//first how many times did we incrcase array size?

//Biggest the arlay gets is at Eost twice the number of elemeds inserted

l/Ariiy size is a power of 2. So number of times we double is the least x such that 2' > n

//so 2.=n if x=logrn. So z is greater tian n wheEe x=[ogrn]

//so the number of copies we do with fis scheme is bounded by

,, t *, *u" *... *2IloE nl - |

I l=(1+2+22+ ...+2tloe:nl 
- I 

Y2- 1)

I t=(2+zz+ ...+zflol2ll- 1+2tloe,n\-(- 1-2-2'-. . .-t [loc'u) - I ,

7=2[o8"nl-1 = n
//roughly n which is smaller than n'�ish (the spe€d of the fust algorithm)

//so second algorithm is bettet
//serord algorithm is used in veclor class in STL (stardard library) -'u

//now only resize if index=size of an-ay

//no copies were made in this step.

index=5I  l s  l 6  l 3  l 2
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Added a bonus problem to IIW2. Bonuses are worth 1 poht each and are a?tded on top of your curv€d final $ade.

I:st'day - We analyzed some a.lgorithms for dynamicalty siz-ed arrays.
Today - We will talk more about analyzing algorithms and we witl talk about growth rates of various computer science functions.

How to figure how good is an algorithm.
One way-..

Empirical analysis
Figure out algoritlm behavior by ruDning a program. Implementing it oq various kinds of inputs (like software testing).

Thrce qvpes of test data
1. Actual data - data similar to what wilt occur for your applications ofthe algorithm-
2. Random dala - raDdomly genemting inputs !o your algorithD_
3. Perverse or advenerial data - data designed to make algoritbm as inefficient as possible.
Problem with empirical analysis is that it can be very machine and operating system dependent-

Alother approach is...
Comparative analysis
Compare different algorithrns fol same problem based on the number of times c€rtain they use cedain base operafions. Ex. copying one
element from atr old aray to a trew one. As with Empirical Analysis, we can compare algorithms on worse-case or adversedal i1puts or on
avenge-case ilputs. so to do this kind of comparative analysis, we need to unde$tand how to compa.e growth rates of various functioBs
of input.

Tyoical Erowth rates one sees in Computer Science
I - cost of one base opentioD (colstant time).

log N - (log in computer science is always base 2 since wete dealing with binary numbers). log N is rougbly the length of N written in binary.
log2=1, log 1=0, log 5 > 2 (since log 4 = 2)
Ex. Search for a number less tban N using only questions of fonn, "Is number bigger thatr x?,,
Number of steps to find number x log N.

N - linear gro\a'th
Ex. Scanning a file of length N takes N reads

N log N - it had !o do binary search as in log N example N times-
M - two rested for loops of same size
N' - three rested for loops of same size.

2n - look at all possible strings of length N and do somethiDg with them.

Fmctioos dor't exist in computer science world.
Ex. [x] - round x down

lxl-roundxup
Q.st = 3

Ex. 0ogr@"1 = lxl (length of x)

Estinating function growth rates with using integrals,

,'The 
Harmonic Series t{r, = 1 + ll2 + 1B + U4 + .... + l/N

surn of thc oreaS in'lhe boxes '

4
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of how these fuDctiors look like:
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N
t t

So lower band is given bY J 
jdx = log N

1
I

ln fact, HN = lnN + T+ fi: 
wtrere t is Eulels gamma consiant approximately 0'5drd2"'

Ex. 2: Consider frtnction N! = N(ltl-l) ... I

- To get a lowet bound nofe:

N Y
ull = )rni > J r""a* = N ln N - N

i=l  I

Actually, Stiding's Formula says LrNl = MnN - N + hG;

o N! = "iror 
'n-4-

Big O Notation
In computer scieDce we usually oDly care about the asymptotic behavior of your fimction'

If runtime is 7N+3, the +3 doesn't really Eatter comparcd to 7N or large inputs.

Mainly it's the fastest growth rate term which most influeBces runtime of algotitlim.

Big O notations give us a way to measrEe just this largest term.
Definit ion:o(f(N))istheclassoftunctionsgsuchthattheseexistsaconstantKsuchthatg(19<K(N)forallN>Nofor\fixed.

E x .  1 : 7 e  0 ( 1 )
Proo i  Choose No =  I ,k=7, then N>1 7<7.1
Ex.2:7N + 3 € O(19
hoof: Choose No = 1, k= 10, theo7. N+ 3 < 10.N N> 1

END Otr, LECTURE AND SET *2 *a**+++*1*+**' i**ir:r+**'G:**,r.t,a********.+**'*'* '*,.,**,****'* '* '***,!******' l!*:f r:
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Remember IIW2 is due Wed. Prof. Pollett will try to get students a practice mi&erm by Friday.

I,ast day-talked about math stuff
Today-will talk about big O-notation and recurrence relations.

Big O-Dotation
Defirition: A tunction g(N) is in the class o(f(N)), i.e., g0g € o(f(N)), if there exists co, \such that g(N)<q(N) for all N>\

The point of big O-notation is it tries to capture the runtime of algorithns in a machirc indepeDdent way. If we have an algoritbm that
performs N? + N operations, ttrc M part of the algorith' w l be most important to improve the speed oi.
ex. show N€ O(N'-7)
kt's take c;1 and take No=3
Clairn for all N>\, N<c"(N'-7) = N'-7
Proof Oy induction):
Base case: N=4 then 4(16'7=9 is nue
Inductive step: Assume N<N-7 to prove that N+l<(N+1),-7
(N+l)'�-7=N'�+2N+ l -?

> (M-?)+l
> N+l by the hductive hyporhesis

Thus N<N'�-7 for a1t N>3

General facts about O-notation
1. o(1) c o(N)
2. o(Nt) c O(N') if k' > k
3. O(0 + oG) = o(f+s)
4. c o(0 - O(D whet€ c is a coDstant
5. O(0OG) = O(f.s)
6. O(fiO(D=zo(o

Ex. show
x+x?+x'e O(x3)
x+x'�+x3e O(x)rO(x')+O(x3) by 2
O(x)+O(x'�)+O(xr)€ O(x)+O(xr)+O(x) by 2
o(xr)+o(x)+o(x)=3o(x) by 6
3o(xr) = O(x1 by 4
Thus x+x2+xre O(xr)

E)CN?/oN)
Arguing by contradiction assume M e O(N). Then there exists Co, \ such that M ( Cl.,l for all N>\. Take N=max(Co, NJ +1. Then
N'�=(max(Co, NJ+1f > Co (max(Co, No)+1FCN but that contradicts our assumption that N'� 3 Col.,l. Thus if we assurne N e O(N) that leads to a
contadiction. Hence N'y' o19.

Other usetul facts:

l.ogoclO:oOD 6aireis a proper subset ofF i.e.EcRE*D

CoE yr ight 20OO

f - ;



z. ofr$ ! o<n"l ror h n fixed

Ex. N'€ O(2N) is tue bv 2 which savs o(N') : 
o(mn) for K=3' n=2

How we can E nipulate O iD an exFession (we caD preteDd it is Iike a constant)'

N I
Ex. show fi;ib= r+9fr:

N l

ffiis 
a ctass ot futrctions' l+o(i) is a class of functions'

N 1

- fo show 
ffi= 

l+o(*l we have to show (a) and O) arc true

N l N l(a)il;b> r+o(NJ O)il36< l+oR
(a) is easy to see

N = , - !
N+O(l) 

- 
NO(l) ..

I_ =1*6fts6
I

= 1 1 -- o09
l l

clain:5y=\_)

END OF LECTURE 't:f * * * * + + * * * * '* + + * * * * * + * * * * * * * * * ,F l. :* * * * * * * '* * :* 'i * * * * :! !* * * * * * * * * r$ + * :* + '* '* :' * * * * :* *:f ***

ocToBER 18, 2000

HW2 due today. IfW3 on web. HWI has been retumed; 1 week pedod starting ftom 10/18/00 for regrades.

Rec rrenc€ Relatiops
We can often bound the number of operations for an algorithm on inputs of size N as a function of number of operations rcquired on smaller

.iostances.
EE N Nmber of copies made for n inserts into a dynamic array.

If resized array one bigger than old array . . .

CN = CN-r + N <- rccurrence relation

-  Reca l lCN=N+N-1+cN- ,
= N + N - 1 + N - 2 . . . + 3 + 2 + l

N(N + l)
2

! l
=i f+31

2 Z

= 0(N'�)
Ex If rcsized the aray bY doubling . . .

Car = Cr + N with Cr = 1, for N a power of 2'
So for C- between N and 2N C-=CrN
SoC.<C" ,2+m/2
C.<C./.+ ml2 + ml4

<C,rs+ mn + m/4 + E/8
o- To solve for C. io closed form . . .

I-etm=2",then
C. = Cr, < C*+ 2d'  

< g ; z  a 2 ' t  * 2 " 2
C;  =(Xt  +X ' ' �  + . .  '  +  1X2- l )

= X - r
= 0(2.)

Another very common recunenc€ relation is the Fibonacci s€quence defined as

F o = 0
F , = l
* =,*,- *., t22 

z

i a



To solve for F" in closed forq let c = >4x'. Then notice if
n=0

you take d - cx - dx'� = 14 + F,x + Frx, +. . . ) - (Rx - F,x, + . . . ) - (Fl, + . . . .)
= Fo+ Gr -FJ + ox ' �+  0x3 +. .  . .
= x

S o  c ( l  - x - x ' � ) = x < + a = +
|  -  x  -  x '

nxpress t';' as a raylor expansion and march F, wirh irh coer.cient you w'r set F" = 
C+9 #€

Solving for the FiboDacci sequence in closed form will not be on the test.
We ll only consider liuear recurrences in this class.

EX Cn = 2na + N <- onty depends on one previous instaDce
^This recufence might come up with an algorithm like merge sort
Let N =2" :
C ^ = 2 9 " ' + 2 "

= 2(2c2''' + 2" ') + 2"
= 4 C z * ' + X + 2 "
= 2 :  + 2  + . . . + 2 ^

n trmes

So O((logI\Ol9 sinca n2" = (ogN)N because N = 2"
BC"=c'-  *  t

I r tN=?
Ct=Ct' + |

= C z r a + l + 1
=  l + l + 1 . . . + l

n tines

So O(n) = O(log N) because N = 2".

Let's start analyzing Algorithms
Ex Se4uential Search
Inp l f  a [ ] . . .  a l r l , l< r
Problem: Find i such that a[i]:value. If it doeso't exist retum - l.
iot search (ht a[ ], int vatue, int l, int r) r-

I for(int i=l; i<T; i++)
if(value:alil) retum i;
'retum -l;

l
This algorithn's runtime will vary depeDding on the arlay.

EEE
If search for I it takes oDly I check.

Theorcm: L€t N be the size of anay. If all locations equally lik€ly, then seque ial search examines on averag{4numbers on successful

searches and N numbe$ on unsuccessful searches.

hoof: hobability of looking at i Dumbers is f, but we have to do i sieps itr this case. Avenge number of steps to look is

{,1)=<-Y)=Y=''
END OF LECTURE * * * * + a 't * * * * * '* * * * '* 't * '* * * + * * * * 't * * * * * * * * * * * *,* '+ :t + * * + * 'r,r * * '* * * '* + * + '! 'i 'a * 'r 'r * *,r a * + * '| * +
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tIW3 is up. Practice midterm is up. IIW2 solutioos available laterOoday.
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tast day - Talked aboua recufienc€ relalioos' Analyzed average rutrtime for linear search'

Today - Analyze anotber algorithm argc' argv'

Then stad talking about the list ADT'

, More of analYzing algorithms

Consider the prcblem that we would like to make an array a such that a[i] = 1 it i is a pdme and 0 othetwise'

(A pdme is an inleger, whole only divisiors are I and itself)

We will use so called sieYe of Eratothercs'
We'll prcduce an array for numbers less then

^ #include<iostream.h>
Static const int N=1000 // N is how big a is'

int Eain( )
I int i, alN];

a[0] = 0;
al 

 

= 0;
for (int i=2; i<N; i++)

a[i]=l; //assume all numbers <N are prime to start

for (iff i=2; i<N; i++)

{ if (alil - l)
{ for(int j=i; j*i<N' j++)

a[*j]=0;
//if alil is still a prime, set all of its multiples to be not

-- $ime
I

)
for (i=2; i=N; i+)

if(a[i] : 1) cout <<i<<"\n; //pdnt out our Primes
) //end main

^ pass 1 2 3
a[0] 0 0 0
aul 0 0 o
a!2l1 I 1
a [ 3 l l  I  I
a[4] 1 0 0
a[5] I I 1

- a[6] 1 0 0 ...
a[7] 1 I 1
a[8] I 0 0
a[9] 1 I 0

What's the runtime of this algorithm as a tunction of N?

lst line takes coDstatrt amount of time. O(l)Time
lst for loop we do - N assignments

each assignment takes some constant amount of time NO(1) = O(19 time

2nd loop done N times and it's nesled for loop does
filst N/2 assignmeDts then N/3 assignments then N/S assignmerts "

so 2nd for loop takes N/2+N/3+N/5+N/7+1/11+...

- S r y. 
LJP

p prrme
p<1000
N 1

=)i=^')i

4

i ! ;
I t

i= I i=l



N+l
fr

< l i i=(N+l) lnN+l)r l

I

Fiml for loop prints to screen N times O(N) € O(MogI\O
O(k) + O(N) + O(NlnN) + OOD = Ocqdg

arec. arsv
Say we want to run our program from comrnand line and we want to pass a value to our progran that siz€s an aray.
i.e,, if under DOS or Unix
> Eyprog 1000 //supposed to tell your prcgam that allay size should be 1000.
//myprog
int maiD(irt argc, char* argv[ ])

^ <---__

// # of command line inputs //a[ay of strings
{ int i, N = atoi(argv[i]); //atoi converts ascii string to integ€r

.int *a = new intF{J; //size array according to N.
)

myprog 1000 hi
// then argc = 3
//argv[0]='myp1sg"
// argvlu = "1000"

?fgvl2l = "hr'

Linked list
Definition: A litrked list is a set of items where each item is a pa't of a Dode that coniains a lfuk to a node.

n6d c hpde

tI<m

liaL +o anrlla/'
A o d e

sET #3 :+ : ! ,1 ' * * * * * : * , *+** * * * *+ ' * , ! * ' t * * * :+*+ . * * * * *+ , * , * ,&*** : *+* , * ,a* , *++** , * * , * * * * * * * * , . * *END OF LECTURE AND



LectureNotes
PROGRAM IN CPMPUTING� TOB,

PRoFEssoR ffi Polle*{-
sET -#4

ocToBER 23, 2000

midterB on Friday h class. Remember to bdng Dhoto id

I-ast day-started talking about lhked lists. Talked about argc and argv

Today-Talk about liDked lists

Typo corection

number of command line strings
If command line was
ml,prog hi there

llargc = 3
//argv [0]=myprog
//argv [1]=hi
//argv[2]=tlP1e

array of comnald line strings

Fsll 2000
coE yright 2000

argv
t

argc
T

m

Linked Lists
defitrition: a linked list is a set of iteDs where each item is a palt of node that contai$ a link to a node

(Recusive Data Stucture)
nc dc n ,lc

ilT-l 
t'"'o 

i-fQ---'"rr p.ink. e6dl5 tis{r 
'

/ t itc",r
rcq{ clort tirt

Some tvpes of lisl.s

1) stadard singly-linked list

Il"-;n-N-'
ri"r

2) cbcularly liDked list

3) doubly li*ed lists

Fm=ff[=','aSffEFrh's'o^rF+
a
I

each node has a poioter !o a
next aDd previous node

Disadva age: more memory to implement

Implementing Lists
In class we will follow tnok and implemdnt using stsucturcs. For HW use classes'

head has no
prcvious node

AdvaDtagq can back uP in list

t ?



Code for a Node
typedef int l&em; //trow item type can be used (will mean saEe as int)
s&uct nod€ {Item iteD, Dode *next};

t
//why rerursive as refers to self. Just an address so we don't need to know what a node is to define a node

typedef node *link;

ex. creating a list
link head=new node(O, NULL);
link x;
x=head; //now x points to same node as head
xJitem=4; //same as (*x) item=4 which sets item in x to be 4.

//would also change head's item
x-ritem=new node(3, NULL);

FI-l-' I 3T'l
r

x+next-)item=5; /8ould change picture to...

x
//can also do

x-tDext-tnext=new node(2, null); / trould look like

F-Iil- ilT;]
List ooerations
suppose we want to go through a list performing some operation on each item in list. Could do this with the following code...
for(link t=x; t l= NULL; t=t-+next)

visit (t-+item); //visit is code we wish to perform on each item.

How to rcve$e the order of a list
i.e. charge

to

i d

x..rliTl--r i[l* t$l

,,'-il-,[=E-- iTTl
Link revene (link x)
(

link t, y=x, FNULL;
while (y != NIJLL)

. { t=y->Dext;

Y->next=r;

Y=t;
)

retum l;
)



Ftl-ll1Tl*1.il
I

r-NlJLL

ffi:*vr-wijfl so eer ffi l!Il- EFI

Iff iE
r

5o t.+ En--,Tl l.T
,/F Yl

j -a'+- Y' Nr'tc

l_lD- ifl l3:l soJe+ iEr'iEl

wetrowreh""r= 
[Efl* f&' i-r-FJ

other op€rations
link head;
Initializ€d lis! head=NULL;
lnsert t after x: it (X:NULL)

{ head=6 head->next=NUll; }
else
{ t->next=x->Dext;

x->next=t;
)

test if empty: if (head:NULL)

Remove after x

r ' l

lst pass

2Dd pass

3rd pass

"i YJ

' t

f ' f l L L L

x->next=t->next;
delete 1;

END oF LECTURE '* '* * + * * * * * * rt * '�* '* '& '* * * * * 't * * '* :i rB * '' * '! * * :* * + * * 't '* :! * '* * r' :f ****'f * * * * * rs * * r& + '* :t' *:r * * * 't '* '* + * * 't *
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Midterm is on Fridray. Closed books, closed notes. You must have photo I.D. Prof. Pollett will take 2 points off midterm test score if you begin

test early or end test late. No baseball caps during testing.

Practice Midterm
(1) Define the followirg

(a) copy co$tructor - is a member ftrnction of a class that takes as aD algument an object, say o, of that :lals- 
and ploduces a new object of

tfri, "i*", ,ay q, such that O, has atl its member data is the same as O. Copy constucbr can explicitly invoked by the progranmer or rs

inuot"O *nen retot*"g objects of this class by value or when ilstantiating call-by-value object of a class'

Myclass frIn( )
I MyClasE a;

rEhtm 4 // caPY coosttuclor evoked
)
Void tun2(Myclass 6)

i t



( ) copy conskuctor called
int maiD ( )
( MyClass a; tutr2(a); )
O) fiiend function - a nonmember function of class which has access to a class' priyate data" Not called by runtrme system.
(c) dostuctor - a member furction of an object used to free up wbat llemory it uses when we get dd of that object.'- 

MyClass( ) is name of destructor for Myclass.
Can be called by runtime system. Ex: if object is a local variable and it goes out of scope of enclosing block.

Ex. ( MyClass a;

// a's destructor would be called.
(d) private variable - member variable of a class only.accessible by friend functions of class or by member of class.
(e) public vadable - member variable of a class accessible ftom aDy function.

(2) Prove tlut NlogNe O(N')
Let q = 1, No = 0. Need to show NlogN < CoN for all N > \
We[NlogN<MelogN<N

e 2rocN < 2N
e N < 2 N

We prove N < 2N by induction.
Basis step: N= I I l2ris true
Ilductive step: Assume N ( 2N is rrue to prove (N+1) < 2r*t
2N't =2.2N =2N +2n> N + 2n by the inductive hypothesis.

>N+ I  s ince  2N <  1VN>0
Therefore since N < 2N for all N > 0, that implies NlogN ( N. Thus if co = 1, \ = 0
MogN 3 cnl.f for all N > \. Then NlogNe O(M) by definitiotr.

(3) Show N'� e O(Nn)
Ptoof (by conaadiction): Assume N'�e O(N'z). theD there exist No, c. sucb rhar M 3 cJ\lo for all N > \. Nz 3 cJ.l'<+ Nrz < co. Take N=max (No,
(Co + l)'�) to get a contradiction.

(4) Say how to use #ifudet. #€ndif in header files.
#ifndef My_h //Fevents the problem that header could be included
#defire My_h //twice ia your implementation or user files.
//your hterface
#endif

(5) Explain what the thiJ pointer is and give and example of use.
The this poitrter is a pointer to the curent object of which wete running the member function of.
Ex. int nain( )

{ MyClass a;
ailn ( );

)
void Myclass::fun( )
{ this -+mytun( ); }

// In this example "this" wou.ld be the memory address of a.
// fis pointer is usefrrl for overloading = .

(6) Consider
C r = O
C, ,=Cn. '+ logN
Show C"€ O(tflogN)
Well C" = (c0., + log(N-l)) + logN
. =(CN.r+ log(N-2)) + Iog(N-l)+ logN

Expand N times !o get C, completely expanded as a sum of N things.
Each of which is less than logN.
so get CN < log N + ... + logN

N times
< NlogN for a[ N > 0

So C.€ O(Nlogl9
END OF LECTURE AND SET #4 *a* l ' * * * l  * * * * *a**a* . * * . . . . . * * t * . * . * * * * *a** * ' * * : * * : * '3* * *ar * , t *a** * ' * ' * 'a *



LectureNotes
PROGRAMMING IN COMPUTING lOB

PROFESSOR-POLLETT
SET #5

ocroBER 30, 2ooo

HW3 due Friday 9i30 am

Today: Exarnple of using linked-lists.

Application of Lhked List

Sorting (Insenion Sort)

El!-El!-E[l-E[
lst Dass V I

u EE-E[-E]I-EE
EE

2nd pass
red where we'rc at

hr-frn-n[-El
vE!-EE

r I'El[-E]l-E!-E[

vE[-,E[-E[
4th Dass

. . ,vEl[-E]E,El-EB
-z[[-[[-E[-EE //Keep insertirg item under consideration

A llwhere it fits in sorted list.
Inserted here

For n node list we do insertion op€ration O(n) times. Each insertion takes O(n) time. So this is atr O(n') algoritbm.

Code ftagment for insertion solt
uode heada{o, NULL);
lhk a=&head4 t=a;;
for (iDt i=(); i<N; i++)

t=(t-)Dext=new node(rand% 1000, NIJLL));

node headb(O NU[I);
litrk u, x;
,link Hheadb;

fo(t=&-tnexq tl=N{.tLLi t=u);

{ u=t-+!ext;
for (x=bi x-+rcxtl=Nl.I,l-; x=x-+next)

Fall 2000

Automatic type casting in C++. Templates

//geoerates a -list of length
//500 containing random numbers
/ness than 1000

a - '



( if(x-+next-+item>t-Ji!em)
, break;
l
t-tnext=x-+next;

x-+next=t;

l

x t x-Jnext

>Elv EE
- E]D

Automatic Type Casting
Consider float a=0.2;

a=a+l; //This is an int the way computer handles this is lst typecasts
//to a float then adds

This is different from
float operator + (floal a. int b)

Can do this style also in C++ to allow type casting ftom say an int to your Class A just add a corstuctor which just takes an int. 
'-

class A
I public:

. 
A(int i); //used to convert from int to class A.

.  ' a

So if we want€d to we could just define operator + for objects of q?e A

TemDlates
Often the case that we would like to write code that works on a variety of kinds of inputs.
Consider
void swap lint& varl, int& var2)
t rnt temp;

temP=varl '
var I =var2;
var2=tempi

l
If we chaaged iot& varl and ht& var2 to type char& the same code would swap the two char's. Rather &ar have to rc-€nter same code for
whatever type we want better to use templates
template<class TYPE> //could be any C++ name
void swap (IYPE& varl , TYPE& var2)

{ TYPElemp;
telnp=valI;
var l=var2;
var2=temp;

)
iDt main ( )
I char a= 'A', b='B':

swap (4 b); //TYPE io this case is clear
cout<<a<<b<<endl; IIBA
'int c=1. d=2:
swap (c, d)i
cout<<c<<d<<endl; ll21
leturn 0;

END OF LECTURE :r * * * * * + * + * + * * * '* 'i * * * '* :i '* * * * * * * * * * * rt * * 'f * + * * *:* * 'c * * '* '! :* '* * * *:t '* 'F * 'l * * * * * f +.* rt * t! + :ts 't '| * *
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IIw3 due Friday. Midterm average - 15
Last day - started talking about templates.
Today - more templales



Selection Sort-with lemplat€s
Set up: have an aray to be sorted. Have an index to keep hack of what's alrcady b€en sort€d- we pick smallest iteB yet to be sorted and swap it

with element in index and advance index.
index (everything before index is sorted)

J

3rd pass
J

l-rTzT6T-ftl

2nd pass

4th pass
t-f

J
2 5 6 1 9

Templates with classes
E4 templaie <class T>

class Stoteobj
( public:

4  1 6  |  s  |  9

done

We do O(N) swaps. Searching for smallest for a given swap look at O(N) elemeDts. Sp total number of elements examined to perform all swaps

o(N').
Above algodlhm sorts "in-place" i.e. we do not need to qeaie a temporary aray to do sort'

Now lefs write a generic sorti|lg algodthm that works for any object for which < is defined'

Aside:
Definition: A generic functiotr is one that can work oD many types because defined using templates'

Will use swap values fuDction from last lectue.
template <class T>
void sort(I a[ ], rtt siz,e) ll "sizs" is tie size of aray a.

{ int indsmall;
for ont i = 0; i < size-l; i + l) // by time we get to size-l aray already sorted.

{ indSnall = Indexsmallest(a i, size);
swap-Yalue (alil, alindsnall);

)
)
template <class T>
int Indexsmallest (const T a[ ], int stafi, int size)

{ .T min = alstaltl; //smallest so far
itrt indMin = starc //wherc smallest lives
for (int i=start+l; i<size; i++)

{ if (a[i] < nio)
{ nin = alil;

indMin=i;
)

I
rcturn indMin;
//end of Indexsmallest

int main ( )
I char c[5] = { h', 'o', 'w', 'd, 'Y'};

sort (c, s);
cout<<c[0]<<clll<<c[2]<<c[3] //Prints dhowy

<<c[4]<<endl;
rctum 0;

sort for int's.
)
could also use

//cao have more than otre genetic type if sd

//separate by comma
//stor€s one object of whatever type we wanf

1 b



Stor€Obj CI obl);
T getObj ( );

private:
, T objert;
) ;

//To write member functions
template <class T>
Storeobj::Storeobj (T obt )
{ object=obl; }

template <class T>
T Storeobj::getobj( )
{ retun object; }

//Io use this class
Ex 1 Storeobj<iD> Storelnr(3); //<in> says T is int

cout<<Storelnt.getobj( )<<endl; //priDts 3 to screen
E;,2 Storeobj<chaD storechar(,a');

cout<<storechar.getobj( )<<endl; //prints an a to screen

END OF LECTURE * * + * * * * * * * * * * + :* * * * * * * * * * ,* * * :! * * * * * * :* r* * * * * :* .! * * * * * ,* * * * + ,! * *:r :* * r* * ,r * :F + ,* ,! * * :* .* * * * * *
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IIW4 will be up later roday

l-ast dal, - templates witb functioDs and wirh classes
Today - Stacks (will use templates)

Stacks (since it's short, herc's the inrerface...)
template <class Item>
class Stack
{ public:

Stack(itrt s); //initializes the stack array to be size s.
bool eEpty( ) coDst: //coDsr means we won\ modify private data.
void push(Item item);
Item pop( );

p vate:
Item *array;

int maxsize, cursize;
) ;

//before look at code to implement a stack let's see how it's used/what,s
//it good for.
Stack <iuD s(10); //qeates a stack of into of size 10.

il:liiii fl(. =n H(, * H-*'dt 
s{a&

FJ) A) H
; << pop( );
<< pop( );
<< pop( ) '

Htr
DOD returnpop

);
);
) < <

3 r

cout <<
cout<<
cout<<

IJL
_  1 52 f

zna J

( endli

returned

9 t : r

4

? i

3rd pop retums and print

4 retumed and pdnted



stack empty

so above pdnts 345

on to stack that way wheD nyfun( ) finished

we can pop these values off the stack

to find out what the values of the
local variables of main were.

runhme

H
Where are stacks used?
Any language after Algol uses
int nah( )
{  i n t a = 4 , b = 5 , c = 6

mytun( ); + we Push

)
void myfun( )
(  i n t e = 6 , t = 1 0 ;

,mytun2( ); -) after this call

stack for function calls.

So after myfun2 erds pop e, f off stack to get their values and stack looks like

e would be set to 6 again, f would be set to 7.

One advaotage !o storing local variabtes in the stack during functions calls is that is allows functions to call themselves

ht factoria(int n)
{ if (n = = 0) retum l;

rehtm tr*factorial(n-1);
)

(2) Used by compilers in syBtax checking
Consider a language with the following palr-s of tag

'for

eldfor
The following code would be legal
for

eDdfor c- would try to pop an item from an empty stack.

We could ke€p track of whether things Dested corected by whenever we see a for we push a symbol on the stack. And whenever we see aa endfor

insist we can pop atr itBe ftom stack. If can't pop then give an ertor.

for
eodfor
for
endfor
endfo
For //but this would be itlegal

(3) r{w3
To read oumber push item onto stack
if had I 2 3 would push IJJ on stack

t 2 l

EI 5



if second number was 456 on another stack would have

Now to od4 pop digit from top of each stack add them anEany carry push result onto a third stack.
Now to point out sum keep popping till third stack empty each time printing a digit.

(4) reverse polish expression evaluation
5 4 + is same as 5+4
reverse polish Dotation
3 5 4 + - i s 3 - ( 5 + y )
3 5 - 4+ is (3-5)+y
To evaluate such an expression with stacks
(l) Whenever see number push it on the stack
(2) Whenever see an n-ary operator pop D i!9Ds from stack and evaluate accord to that oDe.ator Dush result onto stack.
After firished expession result is top of stack.
E x . 3 5 - 4 +

il-? after G-l
.?u s 2fT1

after
3
see - pop 2 items from stack push -2 onto stack

a
now push y

H TheD see + f7l * -r*.,
rf
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IIw 4 is up. Getlnput low relums as rnt.
IfW3 solutions up, module commentlng.

Last Day - was talking about stacks
ioauy -"i-pt"-""tutiin of stacks. Make some remarks' Then talk about Queues and recursion'

Code for stacks
template <class ltem>
Stack :: Stack(int s)
( CurSize = 0;

maxsize = si
army = new liem[s];
iflanaY = = NULL)
( cout << "Out of memory\D"i

exit(l ):
I

l //eod Stack

template<class Item>
Stack<Item>: :-Slack
{ delete [ ] array;]
templale<class Item>
bool Stack<Iiem>:: emPty( )const
( retumcorSize==0;)
template <class Item>
void Stack<IteD>:: push(Item i)

{ .aray{cu$ize ++l = i;} //on Irw make sure array not fi l

template <class ltem>
Item Stack<IteD> :: pop( )
{ rctum array [--cursiz€]; ]

Random Reparks
(l) Code for implementatioD in book is in class dehnition
template<class ltem>
Class Slack
[ //stuff

ftempop( ) { retum arrayf - -cusize]:]

// stuff
l
itis is legal and sometimes useftrl if the implementation is rcally short. But if takes more than a couple lines to implement do as in class' - .
(2) Rather than implement usng arrays could have impleBented Stack using list. For example, to push an Item oD stack qeat€ a Dew Node with

that ltem atrd irsert at head of lisl
(3) In above, pop, push. empty all take o(l) time to rutr.

i+i so "a-". ftir*- term FIL6 used for stacks (Fi$t in Last out)
(5) Related !o (2) we can in fact implement lists as 2-D aFays.

) Y

f/trruff," 
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Queues - Like a stack except FIFO (fiIst in fiIst out)
Interface for Queues
class Queues
I private:

//impl€mentarion Specific
public:

Queue (int s);
- Queue( );
bool empty( ); // is queue empry?

. void put(IteE);
//put i at eDd of Queue.
Item get( ):
//rehrm fust Item in Queue.

t ;

Ex. PriDter Queues.
Suppose you want to print a bunch of files. In UniK, type
lpr a.ps <ret>
lp. b.ps <et>
lpr c.ps<e>
Can type this faster than it takes to print out a.ps. Also there may have been people before you pftlting shrff. What happens is your documents

are placed on a print queue.

<- head

(_ tail

After a-ps goes to

l-T.;s-l <- head

I "pi | <- tail
r l

Then b.ps goes to print.

Jfii] *r,.raHuit
r---l.
Then Queue is empty. Basically printer call remove function of Queue

Ex. Z: Operating systems sometim€s use multilevel priority queues to schedule tasks. Each task has a priority. There is queue for each prio:iry

level giving which task to execute next.

I-ever F-bJl -@ -.@[<-eu"*
0 -

,

ieverroFif4 - @l-@*tl
Jobs of level 0 execute frs! then level 1, etc.
ABong jobs of a given level acts like a queue, i.e., Fi.st in First out.
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EW 4 du€ Tbesday

- Couple of tYPos ftom last daY
When we have templates in driver file need to include .cpp file of impleiaentation. So should probably put tlle .c.pp hle between

#ifidefl#endif.
When we implemeDt meBber functions we should do

templale <class I!em>
Stack<Item>::Stack (int s)
I llcode

^ )

Today we will talk about re.cu$ion
Dehnition: A lecursive algoritbm is an algorithm which Calls itself'

Ex int factodal (int N)

{ if (N:0) retum 1; (- Base cases or stopping case
-- rctum N*factoria(N-l); ll**

Ex factorial (3)

retums 3+factodal (2)
returtrs 2*factorid (1)

.etums l*factorial (O)
letrrms r

So get 3*2*1*1 = 6 retumed

saw t efote that functiotr calls are implemented with stacks. so firnctioDs that call themselves okay. what is the advantage of having recursive

functious?
l. Very useful itr coming up with correchess proofs of your algorithms'

2. Generally, easier to get a rccurreoce relation tlat bounds runtimJ of your algorithm'
^ 3. Much easier to write compilels usi[g recursive descent melhods than iterative ones'

What ate the disadvantages?
Sinci: use runtine stack takes mole space !o run a recursive program'

Also calls !o runtime stack geaerally slower than incrementing a countel in an itemtive prcgam.

E4 proof of coEectness of factorial

e!4i4 for aI u factorial (N) retums Nl

Proof by induction
Bas€ Case: When N{ factotial (N) retums I and 0! = 1, so works'

Inductive Step: Assume faclorial (ig - Nl to piove factorial (N+1)=(N+1)!

coosid€r factorial (N+l), line ** will be executed-
So (N+l)+factorial(N) retumed" Factorial(N) = N! By the inductive hypothesis'

so faclorial (N+lF(N+l)*factorial(N) = (N+l)+N! = (N+1)!

Number of sub calls to factorial otr factorial(N), Subcalls(N; = 1+subcalls(N-1) subcalls(0)=o' subcals(N) is a recurrence relation and

Subcalls(N)=N.

E! IJt's try to wdte a recu$iYe functioD which computes x" for tr>O

double pow(double x, int n)

I if (n-0) rctum l;
x*Pow(x, n-1);

As in factorial case pow(x, n) makes O(D) subcalls to comPute D'

-  [ (x  ' '  ) '  i f  n  i s  eveD
- x- = 

l(x !/ '  ) ' �*x if n is odd

Using this can get ao atgorithm which takes O0og N) many subcalls'

Double Pow2(double x' int n)
( double tempi

- 
if (n:0) r€tum 1; 

3

';;-r ,1



tenp=pow2(x, n/2); //r/2 rounds down
it(x%24) retum lemp*temp;
retum temp*temp*x;

t
Why did I use temp rather than pow(x, nt2)+Ww(x, nn)*i,l
To avoid recomputing pow2 twice which would produce Do savings over previous algoritlln.

Some remarks on recursion:
If don't have a good base case can get infinite loops.
void bobo
{ bobo; I wi:ll go till runrime stack overflows.

END OF LECTURE AND SET #6 * * * * * . * * * * * * * * * * * * * * * * * *+*** * * . t l&** * * * , * ,F** . * * * * * : r ! i * : * * . r * * * * *+*** . * * * *
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Hw3 will be tetumed by 3. Hw 5 up tomorrow'

Last day-recursive fu nctions
Today-more rccursive functions, rccursive membel functions, function pointers' memoizatiotr'

Recu$ive member firnctions (a member function which calls itself)

ex. class MyNum
{ Public:

//some methods
double Pow(iDt a):

private:
double x;

I
double MyNum::Pow(int n)
( int t€mp;

if (n:O) retum 1; //example of recursion in a member

temp-pow(!,/2); //futrction
if (n%2=4) return temPrtemP;
else returD temp*temp*x;

I

Some recuBive list op€raton
int leoglh(link x) e- computes length of list

{ if (x:NUII)
retum 0;

returB I +length(x-+ D ex t);

I
g----\

void haverseoink lL void visia0ink)) hey, we're passing a function

//this function goes thmugh each node of the list and does a visit operation on each rode-

{ if (h:NUE)
rctum;

visit (h); //do whatever visit does on h

- 
traverse(hJnext, visit);

lince recursive call last statement in block of code, this function is called tail recursive. A tail rccursive function can easily be rcplaced by a

for loop and some comPilers will do this automatically.

Back to fact we passed a function as a argument..-
Just like any variable each function yoo *.it" h"" an address in memory so you can have a pointer to this address and use this pointer to run the

code at that addrcss.

ex. void (*mytuptr)(link h);
*nyfnptr is apointer !o finction which takes a link as its argument and retums a void'

void myvisit(liDk h)

{ cout << h-+item << endl; }
myfnptr=&myvisiq //in maio or some fimction we would write this

//now myftrptr points to where compiled my visit code is'

enyenptr)imyiisD; //where mylist is a link calls the tunction myvisit on Bylist



To call traverse could do:
kaverse(mylist,^myyisit); //cant rcmember may need &

Can "fake" classes in C using functions pointen as menber variable of structures.

Let me now go back to writing one more recuEive version of a list operation
//trave$e a list from the end to the stan
void traverse R(link h, void visit (link))

{ if (h:P1111 '.*Ir'
trave$e R(h-Jnext, visit);
visit(h);

//this code uses the runtime stack to store list in reve$e order first then visits each node in this reversed list.

"

iJnnnnnnnnnnnnnnnn� .---- fu- ii[l- i.{tl swa.L.* 6 ^lqLL s+ae

rUt____Jv'\'t
do u5i+ (Me

+!rr.r Gtl c'4!fs'

Divide and cotrquer
Ideai recusively split problem into two subproblems of roughly same size, do each subproblem, then combine the result.
Dvide aad conquer to fmd max item it an arlay.
template <class ltem>
Item max(Item a[ ], int I, int t
//preconditiotr: < deflned for Items
{ if (l==) retum a[];

int m=(l+r)/2; //midpoint of area in which searching for a maximun
Item u=max(a, 1, m);
Item v=max(a, m+ L r)'
if (u>v) renrm u;
else rehrm v;

)

END OF LECTURE
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IIW5 is up. Will have HW4 solutions up later today.

Last day - talked about Diyide and conquer algorithms
Today - memoization, Sraphs/trees

Dynamic ProgranBing/Memoizatiou = approach to solving rccursive problems where we store subproblems have already taken care of.

Consider the following very ineffrcient algodthm to compute Fibonacci mrmbe$:
F(0) = 0
F(1) = 1
F(n) = r1a-1; * P,n-t,

int F(int i)
I if(i<1) retum 0;

if(i = = l) retum l;
rcturn F(i-l) + f(i-z);

This algorithm will take exponential amount of time to compile F(i).
To see this consider computation of F(10)

, / \
F(9) + F(8)

. / \  , /  \
F(8) + F(7) F(7) f F(6)

Notic€ wo compute F(8) twice



F(7) ttree times
F(6) 5 times

we rerompute F(l), F(0), . . ., F(lo) many times since fibonacci sequence is exponeotial in i. we have to do exponentially many

recomputations of leaves. However, not too hard to compote Fibonacci sequence in linear time iteratively.

int maxN = 1000, FlmaxNl;
F[0] = 0; Ftll;
for (i = z; i < orxN; i+|)
Fli l=Fli-U+Flr2l;
//starts at F[0], F[1] and computes up to FlmaxN-U.
/ffhis is called bottom-up approach. Recusive approach work, ftom

//F(i) to F(1), F(0). This is called top-down apFoach
Can we make the top-down apprcach as efficient as bottom-up approach? Yes'

Solution is to memoize i.e., store subcomputations.
int F(int D
I static int knowtrF[maxN]; //will store values we've already compuled

//Static local variables rctum their values
//t etweel function calls.

if0oowlFfil ! = 0) retum hown Flil;
r-ot t;
i f( i <)rehrm0;
if(i = = l) retum known Flil = I I
.i(i > 1) t = Fli-l1 + Fli-21;

, 
retum kDown F[i] = t; //storc t then retums its value

known F(5) = 5, 5 rctum€d
Consider F(5)

t '5 -- / \
t^rrrF({f=3 i/r) 

\tt3) rc{r.rr,^ }
€ r i

so this algorithn is linear itr n.

^ , / \
o.u r0)=1p[a) \ F(r) ,,b.r." r

trz
, / \

sn ote),\!1 -F,l

€'r  t t

- . , / \
wi)ito \Qo)ro

' Graohs/Trees
Trees - usefirl in describing dynamic prop€rties of algodthms. FoI instance, Fibonacai prcgfam above. Also usefi as date stuctures to

orgauize information.
Ex. (1) File dircctories: catr thisk of desktop as root of tree'

Folders arc intemal nodes. Files are leaves.

_ Desktop
wltroows

/ | | \ \-\-

File 1 File N

(2)Search trees: a way to o.ganize date say in a dictionary, database, for quick retrieval'

(3) Sorting algorithms

Uses of graohs
Useful to reprcsent any kind of network (intemet, neural riet, cellular automata). In graphics all objects ate apploximated witi polygons which

are glaphs.
Formal Defiuitions
Defrnition: A (dtected) graph is an ordercd pair G = <V'E>

V-a set of vertices
EEVxV-aseto fedges

t

mycomputer

odered pairs in V.'7'�/ c = <{ 1,2,3,4,s }, t(1,2),(1,3),(3,2),(4,5))>
T

G rcpresent pictue.

3



If we had written edge as (3,2) rather thaD (3,2) and sirnilar for each edges, we'd get undirected gaph.
END OF LECTURE * * '|,* *:r * 't,t * * t*,* * :* '* t 't * * * ,t * + ,r ,t * * '* * * ,! * * * ,c:r ,r ,r * ,* * * '* :r * f * * * ,* * * + ,r .r 'r * * * :r '! + +,a '! + 'r ,a * 'i,* * * *
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llW5 due Wednesday not Monday after Thanksgiving
Last day - we defin€d graph
Today - talk about trees. Draw some pictures, define things.
Recall a gaph was a pair G = <V,E>,/>,

{
Need a couple definitions to talk about trees
Definition: a sequence of vertices connected by edges leading from one vertex to another veftex with Do vertex appearing twice is called a
simple path. A simple path with same start and end vetices is called a cycle.

Ex 

N,

I

F---
q-lu-- 

7

(1, 2, 3, 1) is a cycle.

l\:------?a:+s
l, \ s na-l conncc{c{

(1, 2, 3, 4) is a simple path
(1, 4, 3) not a simple path since no edge between 1 and 4

Definiton: A graph is connected if any two vetices arc connected by a simple path.

Ex. To avoid havins to make doodles
4\

Ex.- t -rf la

Ex' t---a A

n is c.rn'rcc{td
l\2e

to say a vertex is connected to itself we consider singleton sequences as legitimate simple patlE

' | (t) 
is coDnected

cant go 2 to 1, not coDnected

no can't go 2 to I

Definition: A rooted tree is a graph with a vertex called the root such that there is exacdy oDe simple path from the .oot to any vertex and ary
edge the graph belongs to one such path.

eool

"/Lt'- <- ir c {'.{-
.A>r.

t \ ,

,{ }f 
trot a tre€ shce t}rere are 2 parhs to 3.

\ /

If take a rooted tree and "forget" directioDs then you have a tree (sometimes called a free tree)

A Eee is always connected
Ex.

llc,to'lql*'(
/  \  ' F ; k 3
Filcl fr.L

Suppose we have
not a tree but this graph contai$ awo trees.
so a graph made up of Eees called &re$

/ \ *
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_. / \ -
a t ^

/ / \s--r'"rv  / \
IJt's talk aboua implementiag fees

template <class T>
sftuct node { Item i; } node *1, *m, *r; }

// these addresses

x,z are siblings
both children of root
x is parent of y
y is child of x
x is an ancesoot of w.

so have fixed some order on subtrees of a give node
// would be storcd in consecutive locations in memory

I
m
r

(Aside: A subgraph of graphG=<V,E>isG'=<V''E>suchthatV'gV'EqE A subtree is a subgaph of a tree which is ahe€)'

An agb&s! tree is a rgalErl@ in which childrcn of every vettex are given itr some order' (So co[esponds to how we implement trees with

structues)
Also how we draw tre€s

left <- -+ight

So can order node by how for right tiey are.

Can tweak above struchre if want two childreD or more than 3'

template <class Item>
Struct node fltem i; node *1, *4 ]

If we wanted more than tbree
temDlate <class Item>

shuct node I Item i; node *childreD [ ]; ) however many we want

Defipition: M-ary tree is an ordereil tree such-that every vertex has 0 or M nany cbildren. In case M = 2' called binary tlee Now 0 children case

is implemented by a pohter to a NULL node. These are called exiemal nodes. Nodes which aren't extemal are internal. At leaf for an ordered tree .

is anhtemal node whose children are all external (A leaf in a rooted hee is a node without children)

Ex.
flTn "-- intemal node' not a leaf

,2
exknA qode

This is a biBary tee

Definition: The level of a node in a rooted tsee is the oumber of edges in a simple pafi &om rcot to node.
lcltl.o

,/\
r, \. t(n t I

/ \
Heiehr of rree is .*ltr1".Y lJ"S'"i"odes in the tree

Ex.-This t "e has h"ight 2.

END OF LECTURE AND SET #7 '!**+*:f ******'! 'a't '*:r*******'*:*:3'**'.*: i* '*+*+***'k*'*r*'**'******:t**'r*'**r*****
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Iast day-was talking about hees
Today-more trees, kee trave$als.

GiveD a rooted tree

,! t " level of a node is the length of simple path from the root to the node.

. f  Y c
,/\ ,\

&/ \ ,  >
r '  ; i  +

level of node 3 is I
rcot is level 0
level of node 5 is 2
Height of hee is the maximum level in tie tree. For above tlee is 2.
Heigtrt useful to boutrd search times for itens in trees.

Definition: the Path Length of a he€ is the sum of the levels of all the tree's nodes.
ex. for above lree 0+1+1+2+2+2+2=10

htemal pafi length-sum levels of iutemal nodes
Exlemal path length-surn levels of extemal nodes

7 \- EPI;l+l=2

16@

Theorem A binary hee hee with N iolernal nodes has N+1 extemal nodes.
Pmof (by inductior)
If tlee is just a rcot which is a null poioter. Have 0 intemal nodes; 1 extemal node so works.
Assume true for binary trees with <N nodes. Consider a tree which N intemal nodes. I€ft subtree has N-K- 1 intemal nodes. Right substree has
K<N intemal nodes.

,/\
t . /  \R
A N
? ' e
JSk t K

By the inducqol hypothesis the left subtree has N-K-l+l=N-K exlernal nodes right subtree has K+l extemal nodes. Adding we g€t N-
K+K+I=N+I. QED.

Theorem The height of a binary hee wiih N iotemal rodes is at least logN and at most N-1.
Itrtuition

\fl

CoE yr ight 2000



' / ) . r

o/ \

,*t#,,*

Heieht=3 has 4 internd

nurnber'of iatemal nodes -1,/2 nodes in Eee log of # nodes in fee grYes heighl

koof (by induction) for the tr€e with I intemal node is true

. Height is 0=log1=l-l

d r ]
suppose true of tlees with <N nodes. Take any hee with N intemal nodes. It must have at least one leaf (prove this by ind[ctioa) Replace this

kaf wiih an extemat oode gives a tree with N-l iDtemal nodes'

0.,
/\^N

/\? *;,
+ ,  , o4 -

By inductioa hypothesis, this Iatter tree has height <N-2' So former is at most oDe taller so has height <N-1'

norliogtdcase, conslder root of lree.

,/\

. , 4 ,1K  \ r ' , I - , . ^ ,
rafrn.r LJ-) ,---.\l ,ro {.5

K N-K.I
iotemal htemal
nodes nodes

So can apply induction hypothesis to two subtrees.
Eeight of the whole hee is max{logK+log(N-K-1) }+1 

/N
tf try io Eake this as small as possible K = N/2. So heigbt is atfeastfoe$+ I =loeN+bgi+ I = log N'

Tree traversals
ex .2+(3+5)

t could be useful !o go tbrough the nodes of tlee in some order to calculate the value of this exptession.

, ,2r
a S

E E
,/\ Preonler traversal visit cufient node then visit left then visit right ABCDE

tnorcler-visittft, *it ,oot of "olr"nt tree, visit night subtree

CBDAE
Postorder tmversal-visit left, visit right, visit root.
CDBEA
END OF LECTURE **t'f * 'r '8 '�! * * + + * + * * * * * * * '* * * * + * * * * + 't rt * * + * '* * rt '* :t * * + + :t * * + + + :f * * * * * * * * + * rt + :. * * * :! * * * 't *

NOyEMBER 22, 2000

kst Day - we proved some facts about tsees we talked about Feotder, inorde!' postolder bee Eaversals'

Today - look at code for above and other algorithms about trees'

Code for prEord€r traYersal (using recu$ion) //visit Root - Left - Right

void preorder oink h, void visitoink)) 
,'



{ if(h = = lqg1a; r.Luo.
visit (h);

Feorder (h-+1, visit);
preo.der(h-Jr, visit);

I
How to "hardwirc" a tree to test out this function.
Irt's say wart to crcate tlle tree,

Usitrg our sauct Dode for binary trees where liDk is a typedef for trode*
node root, left, right, lleft;
liDk h = &rooti
root.ilem = 3;
root.l = &left;
roolr = &dght
lefLitem = 2;
left.l = &llefl;
left i = NIJLL;
right.item = 4i
right.l = dght.r = NULL;
lleflitem = l;
l left.r=lleft. l=NULL;
preorder(h,vis);
// where vis is
void vis(link h)

[cout << h -J item << endl;]

OuFut
3
2
I

L€vel-order traversal //usefi for breath flst search
haverse each level in tum left to ndht 1 2 3 4 5

Unlike other thee traversals which were coded using recusion (and hence implicidy used stack) we will code this itelatively using a queue.
l€t's assume we ve already coded a template class for Queue.
To do level order traversal,.,
void levelorder(link h, void visit(liDk))
I Queueclink> q(max); //max is some static constant

//queue that siorcs liDks
q.put(h);
while(lq.empty( ))
I visit(h = q.get( ));
// get head of queue, Set h equal to this visit b.

if (h-rl ! = NULL) q.put(h-Jl);

if( h-+r ! = NULL) q.put(h-+r);

I
)
Suppose h was

&tu

3



Suppose visit is vis given above
Fi$t put 3 on queue
Second rcmove 3 Pr rt it

put24oBqueue
Thtud remove 2 Print it

' put I otr queue
Fouth remove 4 Priot it

trothing to Put on queue
Fifth remove I Pdnt it

done
Print 3

2
4

^ 1
Simple algorithm to pdnt out a tree'

Yoid pintNode(Item x, iDt h)

{ for(iDt i=0; i < h; i++)
cout << " ";

cout << x << endl;- ' I

void show (link t, int h)

t if (t==NUIr)

{ pdntNode (.*', h)'
rehlm;

^ l
show(t -J r, h+1);
printNode (t -+ item, h);
.show (t-+1, h+1)

l
The function show prints out tlee t h spaces over

*
4 x

3 *
2 *

1 +

- END OF LECTURE AND SET #g *{,*'rr++++,}*a,}r+*,F,r'*,r 'ra,i '} '},r***ric****i.**'}**'* '}:**++*i*t+*'ta*.r+*,tl | ' t**
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HW4 retumed by oomonow. This Friday practice frnal on the web.

trst Day - talked about tre^ traversals and algori0uns based on
trees.
Today - sortiDg algorithms.

Sorting
Have a collection of obj€cts for which operator < defined (also
have operaOr =, : defin€d). ..lvould like to put objects in order.

EE FUME
J

DErc{J
Today will consider algorithms which are O(.{') time to sort N
items.
For large data sets best algodthms are O(NlogN).
llowever, the algorithms we consider today will be easy to wdte
and for small data sets work well.
Some considemtioos about sorting algorithms.
Internal vs. Extenal Sorting
In iniemal sorting data to be soited fits entirely iD memory.
Extemal sorting iDvolves leaving some of data on disk or tape
dudtrg sorthg process.

Disk acc€ss will be slow part of youl algoritbm

data ftom disk read in blocks of some fixed sizi:
(512 bytes)
Want to mhimiz€ these.block accesses. GIW 6)
tracks broken into s€ctors = blocks

cotrcentdc ctcles called hacks

kt's take a look at a fiIst sorting algorithm.
Insertion Sort
Idea taking first unsorted item and inserting in correct location in
sorted part

J
Ex RJDGE

J
FIjDGE
^,

compare these two. Since already sorted, don't do anyfing.
J

FUDGE + FDUCE+ DFUGE
'\J r tlJ

+

DzuGE+ DFGUE - DFCUE
4,., ^' \'

DFGUi + DFGEU + DFECU =c DEFGU ,+ DEFCU done
t t ,r, t, 4..r

Fall 2000

COMPUTINC lOB
POLLETT
#9

On a list of N items we advance i, O(N) times.

On each advance ofi need to do an average O(N) comparisons
/swaps.

So algoridm is O(N'�)

Code for Insertion sort
template <class IieE>

void exch (Item &A, Item &B)
( Item FA; A=B: Bd; ) //swaps A and B. Note =

//overloaded.
template <class Iiem>

void compexch (IteE &A, IleB &B);
{ if (B<A) exch(A, B); } //oote need < defined.

template <class Item>
void sort (Item a[, int l, int r) //sort between I and r.
I for (int i=l+l; i<=q i++)

for (int j=i; j>l; i-)
compexch (ati-11, a[]);

l

Above is a so-called nonadaptive sorting algodthm i.e.,
operations we did, clid not depend on how the odgiaal aray was
ordered-
(If array was already ordercd would do same comparisoDs.
Swapping of course depends on array).

Adaptive - comparisons made duritrg sorting depead on how the
data set ordered

SoBe more issues to consider when sorting . . .
Consider

stuct person {char tuame[2o], lname[20]: ];
Tom Philben
Bob Parker esuppose operator < just compares last name
Regis Philben

Then both
l. Bob Pa*er

Tom Philben &
Regis Philben

2. Bob Parker
Regis Philben
Tom Philben

should be cousidered sorted.
1. Preserves the fact that Tom Philben occurred before Resis
Philben in original list.
2. Does not presgrve dris Foperty,
Sorting a.lgorithm which preserves this property is called sltablg
Insertion sort is stable.
Remember selection sort.

END OF LECTURE * * *'r ' t* *,*,* * * * *,** *,***:r *.. '* ' t**'*
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NOVEMBER 29, 2000

Hw6 up. Bonus upby later today. Pnctice final up Friday. For
honors section we will rneet on Monday at 2 and discuss bonus.

Last day-talked about insertion sort
Today-making insertion sort faster and ralk about bubble sort.

Remember selection son for final.
Ex Selection Sofi

Find minimum in unsorted patt

swaDs minimum value with left most to be sorted value

1 3  |  5  I  e  l 7  I
\-.--.-..\_/-

frnd min
swap with 5

find min
7 swap wit]l 9
sorted 

I

Dothing

nothing

l) Oniy need to keep compadng values and swapping till find a
value less than 4. Actually, we doD't rced to keep doing
swaps. We store 4 then move everythiDg after the 3 right by
one.

store 4

move 6 right by 1 since geater than 4

nove 5 right by one

fTrTrTilrt
this saves us the time need in swap to slore thirgs in a teEporary
variable.
For this to work need to know that there was some valu€ left of 4
initially that is less than 4. Otherwise, could end up going off left
of array.
To handle this we first find the least item in the a$ay and put it in
the zeroth position. This smallest value is sometimes calied a
sentinel
i.e. it's a value that gudds so we don't leave oul data structue. Io
this case, the array.

Revarnped code for irsettion sort
template<class IteE>
void insertion(Item a[ ], int l, int r)

{ int i;
for (i=r; Dl; i--)

compexch(ali-11, alil); //set up setrtinel
//smallest value in a[1]

//v store a[i] till we find where to
//insert it

t

Saye ourselves a couple of assigments each loop over old
progam since dol't use temporary vadable. Tums oul this
plogram is rougbly twice as fast. Unlike our previous version of
iasertion sort this version is adaptive, i.e., comparisons made
does depend on original order of array.

Bubble sort
Start with

Sta at this side
l 6  l 4  t  9 l  s l

\J comoare current valu€ al ildex wilh value at iDdex-l'
,*"i if r.ull"r. Keep cyclitrg though aray till get

to left hand side.
,/t

1 6 l 4  \ s l 9 l
T

no change
6 a -

l o  l +  t s  I  s l

4 is sorted
t!it{

lLl-!-lll,-e-
l rro 

oo"-o *t*t

swap

for (i=l+2; i<=c i++)

{
int j=i; Item v=alil'

wbile (vca[-1])

{ aUl=aU-11;

l
aUl=v;

)

I'Til;FI
aU sorted 

I
done

l€t's go back to insertion sott aDd try to make it faster.
alrcady sorted to here in array

Suppose

Consider

i .  e .

i.e. 3
t/\

4>3, so then place 4 in this opened slot r#t+rl;r-dr



do nothing

I
l4ffiFl

END OF LECTURE
*  *  *  *  * 'G'a ' i ' i ' *  * .*  *  l .  : l  : f  *  *  * ,*  *  * .* ' l  * ' *  + +,1 : !  r t ' t  *  : t  *

DECEMBER I, 2OOO

Practice Fhal is up. Final is ir Moore 100 on December 10
(Sunday), 3-6

I:st Day - Talked about sp€ediDg up insertion sort, bubble sort
Today - bubble sort, merge sort

Bubble Soit
Idea: go in passes, right to left "bubbling" smallest unsorted
value to the left.

lj pass
notiing is

5 smaller so swap

4 smaller so don't swap

4 smaller so swap

Now 4 is in correct position
2oo pass

sorted

5 smaller so dor't swap

5 smaller so swap

Now 5 is in correct positioD

3'd oass

so ed I (/a-
r4,lffiTq'-1o-Ga-i, 

doD't swap since 6<9
l 4  l s  l 6  l e l
4* pass pass done

How many comparisons made by Bubble sort to sort N items?
we make N passes through ariay
l'pass make N-l compansoDs
2d pass make N-2 compadsons
3' pass make N-3 comparisoDs

last pass 0 comparisons
Then total number of compadsotrs >i = 0+ 1+... + N-l = N(N-2)/2

So we make O(N') comparisons
So Bubble sort is O(N'�) algodthm

Code for Bubble Sort
template <class ltem>
Yoid bubble (I!em a[ ], int I, int r)

{ for(int i=l; i<=r; i++) // how many passes we've made i.e., where
// the sorted marker is.

( for (int j=r; jli; ;--) // does bubbling to the left for a given
//pass

compexch (at-11; a[l);
l

l

l,€t's look at a faster solt algorithm

Merge Sort
A divide and conouer alsorith-m
So if want to sortl5l2l91 6171 3 [
sDlit into two halves

I  s l2 le l  1617 p I
sort these two halves and then "merge" the results.
So would tust sort left half

sorted
1 . 4

sDlit into two halves - soft left half

@l iq
split into halves

B B
lJl <- soneq

sort right half of[@

l2l<- sorted
then merge the results

J J output array

Etr-B
6l El outside of region ,o "opi", -iSf

Now sort risht hand of itltF'l
lgl e sorted

Now merge

l'flE ts-.E
J t

IEI tr-{a
EIl"Yr*","fi-,�@

so copy what's left of ofter

Now done sorting left nurr ofl@@El
so soft dsht half

i!@ sfft u t*o ttt"n sort left and right

ifffsplit agair

@ sorted

so sort rielrt half ofl@l
Ql <- soned

h il-s
db -m
Now sort righr half ofl6_lllll
ill -+ soted
Merge results



@ t s

! l
ffrl E-EI

.L
;ffit
sitrc€ outsid€ of sorthg regioD" can just copy

Now Merge

t v
E-s-rll EEFI-izl

+ l /
f f i 6 @ f f i

E;ia EF-68
f f i&

t
@

@iw <- sorted array

Notice when merge two halyes which have combined a total of N
elements, it is an O(N) operation.
So now let's look at recu$ion aee for sorting N items

. merse N item
merge N/2 ,/\ 

-meree 
Nlz items

ltems 
/ \

./'r /\
i 4  t +
{ . '

END OF LECTURE AND SET #9

log N many levels of
merges on each level do
0(N) many operatiotrs.
So total runtime
O(N).logN = OO{logrI)

*  * * *  * ' *  t l r& . *  r * * * * * * * *
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PROGRAMMING IN COMPUIING 1()B
PROFESSOR POLLETT

SET #10

DECEMBER 4. 2OOO

IfW5 solutions up - will go over piactice Final ol Friday

Last Riday - talked about MERGESORT
Today - will give code of mergesod start talking about Hash tables

Remember how merge Son worked:
To sort

9 3 8 2 7
s.\ r,-r\-/\:22^,/r\_

' 
Split into two halves

rul FTrril,
h-? w-\,

son Dom latves
Merge two halves to get sorted array

I 2 l 3 l 7 l 8 9

Id€ of copying 2d half on in revene order called bilaBic me.gulg

Soithg algorithm
t€mplate <class IteE>
void mergesort olem a[ ], iut I' ht r)

Irt's wdte code for Metgesort
First we'Il write code for doing the merging
template < class Iteo>
void merge (Item a[ ]; int l, itrt uL int r)
// merges a[1] ...alml witb alm-ll...aFl

I itrti,j; /used for counte$' 
static Item aux[maxN]; //temporary array used for merge. Should be static since we dol't

//watrt to reallocate lhis memory every time merge called'

// Now we'll first copy origfual arays hto aux array and copy merged lesults into

// origiDal array
for (i = m+l; i > l; i-) //copies dght half in Ieverse order.
//Now we merge rcsults
fo rGn&=l ;k<=r ;k#)
//used to figure out what to put in a[k]
Iif(aux[] < auxli l )

//i starts at I by the way we set up for loop above
//Alsoj=rtostart

aftl = aux[j-];
else a[k] = aux[i]-fl

I

I
 t f order

ifj array finished first need to have chepk to make sule didr't go out of aflay'
didtr't have reverse

./ '/

i j



//sort a[] ...atrl
{ if (r < = l) retum;

itrt m = (!+ly2; //calculate midpoint

mergesort(4 I, n); //sod left half
mergesort(a" m+1, r): //sort right half
merge(al,m,r); //merge rcsults

)

Hash tables
Ofter wa.nt to store data as key and associated infomation. This is called a dictioparv. In "Real-life' dictionary, the key is a word aDd the definition
is the associated date.
Other example,

key = Emplo'ee ID
associal,ed dare = work history

How Lo store ahiDgs iD a dictionary
(l) Use a flat file (unordered file)

T--T--1
- l  K .  I  J l

data
Pohterpornter

999 25 9999
6'17 26 777'I

dafa
poiut€r

To find ar item have to search oD avemge tbrough halJ of list file.
To insert can just add to head to file so can be done in 0(1) time.

END OF LECTURE ,*,i*r*,r,lr**,**,t**,***'**'**'*,**r.'t**'**,***,!**,***************:***,a*r*.4,*r*.art'**,*'F:*:r*:f,******

DECEMBER 6, 2OOO

Will go over Practice Final on Friday. Final Moore 100 Suday 3{

Last Day - finished up mergesofi, talked about dictionarievtables
Today - talk about bash tables

DictionarievTable

Ted Smith etc.
Barb Walters etc.

i
I

Considered ways to store Tables

1. Flat f e
Just a l €r'or hnked list when data is wdtten out ir an utrordercd fashion. To find data given key expeated search time O(N). To find data givea key
expected search time O(N). To add new entry canbe doDe in O(1) time since canjust keep aspartofour structure a poiDter !o the last element in file
or las! element in list. To insert rew item add after last item then update this poilter.

Can we implement tables so look up ard ilsert botll take O(1) time?
Yes.
ld wav Open Addrcssilg
I.et N=total trumber ofdifferent possible keys. Make an aray data[ ] of size N whose elements hold associaled info.

!a ifk= 9 9 7 5 3 2100 catr look at data [9 9 7 5 3 2100] to fitrd iDfo.
IDsert can be just using assigDment.
dataftey] = iefq;
This is very wastefirl. If watrt to store oDly 50 employees but use SSN as key need ao aray of siz€ 10'.
We'd [ke to achieve same result without wasting so nuch space.
Suppose we luve N items to store. We'd like to use atr aray of size M Dot too much bigger than N ard somehow map the keys itrto the set of size M.

This mappirg is called a barb.&nctiotr
h :  K  S JM]

\
0 , .

e p
y a

e . M



To slore data we'll use an array called hash table. To insert we'll usually do: table[h(ker]=info. To look up data for key K we,ll usually look at theenfy tabtetl(K1l', sitrce Key's usually of some fixed length not dependiag iin our table size, we,ll choose h(K) so that it takes coosratrt time withrespect to table size.

EI' Suppose want !o store so employee usilg.SSN as key'Could 
take hasb function h(K) = sum of digits in ssN%10,003 0ren could use this to storc employees in ar array of size 10,003.If store l00O or 2000 employees amourt of time to compute h(K) for a given key won,t change.

Problem with above scheme: What if h(K) = h(K') but k*f'r
This is called a collision.
ODe way to rcsolve this problem is to use linear probipg.

Ex Suppos€ h(x)=x%7

I

If fly to store 8 get a collision

-, data for 1

Store 8 alld its data in 1" unoccupied space afterward.
To look up an entry wi0r key K. Compute h00 look if
table [h(K)] has same key. If not step foiward through table till find K.

1

8

hoblem: Consider same h but table

Want to storc 6, data 6 so h(13)=h(6)
so have a collision if step forward we go off
end of array. Instead of stepping forward we
steD forwad, qb1 .

l 3 -J data



6

13

0

/"

( "

\ :

So would storc 6 itr location 0.

J data 6

+ data 13

Provided trot "too rnatry" collisions hash tables give O(1) search/insert times.

!6 Suppose we insert 3147 into a hash table using x%4 and linear probbg to resolve collisioDs. Draw resulting hash table.

1
I

3

Insert IDsert
7

gives
collisioD

END OF LECTURE **************l

Fhal has 7 problems. Each 5 pts. - 35 pts. total. No capvceuphores close book/closed notes. Bring Photo ID

Prdctic€ Final
1) Defioe the folowitrg lerm
a) FII,O - Fhst In Last Out - AcIonyB used for describing hselting aDd removing objects ftom the stack.
b) tail recursiotr - a recursive firnction where there is ore recursive call and it is the last statement in the functioo.
Ex int fact (int l9

I if (N :0) retum l;
retum N * factodal (N-1);

l '

ioint is thar can replace this kind of recunion is can replace it easily without for loop.
c) mbmoizatiol - also dyoamic progranmhg. The process of storirg the rcsrlts of zubproblems ofrec$sive pass as n€ do recuJsion so we don't
bave to recompute th€m.

Ex Frbonacci plogran did in class
d) extemal trode - h aII M-ary ordered tree is a node without childrctr

(implementation with a NULL).
e) adaptive sortiag - a sorting algorithm whose operations (th9 compadsons it makes) depends oD the way the original utrsorted data was sorted.

E4 2d iDsertion sort we did.

2) Write a progam to rcverse a list wherc Node's in list given as on Practice FiDal.
template <class ltem>

;z/.lcrde <ltem> *-reverse (Nodedtem> list) q
// Dointer to reversed Lsl // llst to be reverseo'

I Node<Ilem> *! *y = list; *I=NIJLL;

I st - - // yill store what's left !o be reversed // reversed list so far

rl-{-+l:l-+131
r -+ NIJLL

2rd
y --t

o

I

3

I

7

3

E-tr



3rd 
v ETI

' [ ] -E l
,v INULLI'EIE] -M

done

while (y != NUILL)
I t= y r getNext0;

y -J setNext(r)i
r = y ;

I
rctum r;
)
// end fuoctioD

3) Briefly explaiD why the first version of insertion sort we described in class was nonadaptive artd why it ruos iu time o(Nr) to sort N elements.
1" Version: template <class Item>

void sofiOtem a[, ht e, int r)
I  fo r ( in t i= l+  l ;  i<=r ; i++)
for (int j = i; j > l; j--)

compexch (a Ull , a[l:. r.
t

It's nonadaptive sitce will do same compaisons rcgardless of input ?irray.
It's O(N'�) since outer for loop rutr N-1 times on array of size N. 

-

Inner for loop do€s on average N/2 comparison exchanges. So run time

otN-i)N/2l = ON,)
/^

4 ) a

h p l

P 2 t .

Write out Dodes in

a) preorder
ahplp2y

b) inorder
hapzply

c) postorder
hp2ypla

d) levelorder
adlplp2y

5) Write a progam to compute # of extemal nodes itr a tree
iDt exNodecouDt (link h)
{ if (h : NULL; re,uin l ;

rcturn exNodecoudt ( h-i l) + exNodecount(h-+r):
l
ENDoFLEcTIJREAt\DsET#10**,}****,**t.*,**,**,***,*****'**:}'t,!:i*.*ltl.'*,***.t*'t**'*'*:t*:*'t,*:*,*{..hl'Fta:t*****************�������������


