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Chapter 1

Introduction

1.1
Motivation

Scientists have always explored ways to increase computing power to satisfy growing computation needs. Recently, attempts have been made to use inexpensive, powerful workstations to form workstation clusters for parallel and distributed processing. A workstation cluster can offer high performance and throughput by distributing the load onto many workstations. They can off-load jobs from vector supercomputers, often providing comparable through put at a fraction of the cost. If workstations within clusters have a high speed interconnect, they may also serve as an inexpensive parallel computer. However, a collection of inter-connected workstations crossing geographical boundaries does not constitute a distributed computing system. A distributed resource management system must be employed so that the total aggregate power of the cluster can be efficiently distributed across a wide user base.

1.2
Background and History

The concept of distributing load to several workstations has been around for a long time. Early justifications of ARPANET( describe the use of networked computational resources. Subsequent inventions like Ethernet provided for high bandwidth networking and distributed processing. In the early 1990s several academic projects like Condor were initiated, to use several Unix workstations in distributed computing projects [9]. The idea was to gain high throughput over a long period of time by distributing workload to many machines. These early distributed computing systems focused on developing efficient algorithms for scheduling resources, load balancing and efficient job scheduling amongst a pool of participants. However, these systems provided no special support for security and unobtrusiveness, particularly in the case of invasive applications. Furthermore, they did not adapt to the heterogeneity of computing resources well. They were platform specific, limited in what was allowed in application execution and incurred a significant management effort for each machine.

With the proliferation of internet-users and high-speed connectivity to the Internet, several projects came up that tapped CPU resources of Internet users. Also known as volunteer computing, these projects targeted the enormous CPU power in work places, homes and institutions, which was largely unused. One such project to search for extraterrestrial life, known as SETI@HOME, started in Berkeley in 1997 [23]. The distributed application is downloaded in the form of a screen saver, which scans radio signals received from large telescopes in Puerto Rico, for specific patterns alluding to life in outer space. 

Project Bayanihan is another step in the direction of volunteer computing or meta-computing, which enables people to form large parallel computing networks using ubiquitous technologies like Java-based browsers [16]. It provides a framework for users to write distributed applications in the form of applets. Participants can contribute their CPU processing power by accessing a URL via their browsers. The applet executes using client resources, processing jobs assigned by the server.

The Charlotte system separates the execution environment from the inherent parallelism in the programmer’s algorithm and programming language [5]. The system enables programmers to write parallel programs in Java and Java-based browsers. A virtual machine abstraction is provided which separates the execution environment from the parallel program logic. The rationale used is that the execution environment being the World Wide Web, is inherently unreliable, distributed and heterogeneous in resources. Availability of machines changes over time and network connections vary significantly.  The virtual machine provides a runtime system that executes user-specified parallel programs on this platform. Crucial management tasks for the distributed environment like load balancing and job scheduling are performed by the virtual machine. It also bypasses participating machines that are slow, have crashed or have been taken away, hence maintaining the coherence of distributed data.
1.3 Applications of Distributed Computing

The most appropriate applications, according to Entropia™ [2], consist of "loosely coupled, non-sequential tasks in batch processes with a high compute-to-data ratio." In other words, it should be possible to partition the application into independent parallel tasks, adhering to coarse-grained parallelism. Most suitable applications are those, which do not require communication and data sharing between concurrent tasks. Another important consideration is the ease of division of data into separate domains that can be assigned to concurrent tasks. Each of these tasks and data chunks should be such that they can be effectively processed on modern PCs within a timeframe ranging from a few hours to a few days. A possible classification of applications is as follows:    

· Query search applications involving large volumes of data that cannot be searched by one query process. The data can be divided into chunks that are independently and concurrently searched by the submitted query on several desktops.

· Complex modeling and simulation techniques often require several trials on each subtask for accuracy and statistical significance. Distributing applications like these can enable parallel processing of random trials on different desktops. Financial risk analysis is an example of such applications. 

· Exhaustive search techniques that require searching through a huge number of results to find solutions to a problem are also potential applications. Key search problems involving exhaustive searches of cipher keys like DES, RSA etc are examples.

· Many of today's vendors, particularly Entropia™ and United Devices™, [15] are targeting the life sciences market. The science of genetics and genome sequencing has potential applications for distributed computing. An example is the process of matching complex molecules and compounds to newly found proteins for pharmaceutical firms in drug manufacture. The process of matching all these patterns to their appropriate targets is an ideal task for distributed computing. Another related application is the recent trend of generating new types of drugs on computers. 

· Complex financial modeling, weather forecasting and elaborate car crash simulations are applications of commercial systems based on distributed computing.
1.4
Issues in Distributed Computing

1.4.1
Scalability 

Scalability is an important deciding factor in the design of a distributed computing system. Parallel systems like PVM and Calypso [6] are adaptive systems and have built-in resource managers which can dynamically add explicitly named machines to the system. On Unix-based distributed systems, the ‘rsh’ command and the ‘rexec()’ system call are the common underlying mechanisms to start program executions on remote machines. This system design can be applied to a LAN setting where all participants are networked. User access privileges have to be taken into account in remote login mechanisms such as these. One would need administrator privileges on all networked workstations to administer the distributed system and start processes on remote machines. 

For distributed systems that target global CPU resources via the Internet, this system design is not appropriate. Different scalable designs that have been used are Java stand- alone applications, applets and screen savers. Java provides a platform independent way to develop distributed applications. The Java virtual machine abstracts low-level platform specific details, making the Java platform a good choice for a heterogeneous environment like the Internet. Participants typically download and install the application on their computers and can control their CPU resource contribution.

1.4.2
Security 

With a distributed system targeted for users all over the world, security and protection of privacy are important considerations. A framework for distributed applications must protect the integrity of the computation.  The framework should be robust and fraud resilient to attacks by malicious users as they can tamper with application data and programs. The distributed computing system must also protect the integrity of the computing resources that it is aggregating. Users must be protected too, against applications as they may access personal data and files on their computers. The Entropia™ system addresses this security issue by using sand-boxing techniques, [2]. The advantages of a sandbox are two fold. A sandbox provides protection to the users’ data and files from misbehaving applications. It also protects the application and data from being tampered with by users. The sandbox isolates the distributed application and makes sure it cannot invoke inappropriate system calls or modify the desktop disk, registry or machine configuration. It also restricts the Windows APIs available to the application, protecting system resources from being abused. The sandbox protects application data and results by encrypting them and preventing access to them by other applications. It performs periodic integrity checks and reschedules sub-jobs if their data or results have been tampered with.

1.4.3
Resource Scheduling 

The performance of any distributed or grid application largely depends on the resource management algorithm used. A work cluster can comprise machines with different operating systems, hardware configurations such as memory, disk space and I/O speed, and processors. Typically distributed systems are designed for different applications, which may differ in their requirement of resources. The system must adapt to these requirements efficiently. 

The Condor system uses a dynamic resource-scheduling algorithm, which tries to delegate jobs to appropriate machines, based on availability of resources and requirements submitted by users [9]. Condor’s resource management techniques of Matchmaking and Classads, allow for dynamic advertisements of resource availability and requirement. In other words, both givers and receivers can dynamically specify the nature of requirement or resource available in order to find a suitable match. Matchmaking is the process by which Resource Offers and Resource Requests that satisfy each other are identified and paired up together. The Classified Advertisement Language (Classad) specifies the characteristics, constraints and preferences of users and participants. The Classad language is a symmetric description language, which is used by both service providers and requesters. By using the same language to describe characteristics, constraints and preferences of requirements and available resources, finding suitable matches is easier. Among other constructs, that allow entities to be easily represented, the language supports semi-structured records that are used for entity descriptions. For more information, refer [7].

1.4.4
Job Scheduling and Testing 

The key to writing distributed applications is to write parallel programs and distribute jobs to individual participants. Job scheduling refers to the break up of large jobs to smaller manageable chunks, which can be parallel processed by several participants. Depending on the nature of the application, this division can be primarily of data or functionality. This research study is focused on distributing cipher key searches among a dynamic group of participants. Job scheduling is therefore limited to a breakup of data for individual sub-jobs. A similar approach is used in the SETI@HOME project, where the application is distributed in the form of a screen saver and the server breaks down sampled signals to fixed bandwidth portions. 

A related aspect is data dependencies amongst multiple job packets and inter-peer communication amongst participants with different sub-jobs. The results processed by one participant may be needed by another, which will require a way to index and search results, preferably on the server, so that peers can query for required results. The application should also test for the integrity and correctness of results. Some systems use random spot checks on participants and blacklist untrustworthy ones for future job delegation. Another approach is to overlap some part of the data domain amongst multiple participants, and verify that results are identical in all cases. 

1.4.5
Fault Tolerance 

In distributed systems there is ample potential for faults and failures such as network connectivity problems, hardware malfunctioning, system reboots resulting in loss of data etc. Some systems have addressed this issue with solutions providing fail-over, redundancy of servers, etc. Condor provides a Checkpointing mechanism to write out checkpoints during job processing. These checkpoints are in the form of files written to disk by the application containing information about the program data and stack segments, open files, CPU state etc. This information is used to resume processing of jobs later. 
1.5
Fraud issues in Volunteer Computing

Much of the research in the field of fault tolerance in distributed environments has addressed issues pertaining to software and hardware failures. Little work has been done to address the problem of erroneous computations, much less of intentional fraud. Volunteer computing includes participation of users all over the world. Being a relatively new variation to distributed computing, internal sabotage by users, is a problem faced only in recent times. The SETI@HOME project has faced fraud issues, where participants try to reverse engineer the application in order to produce incorrect results of work done and claim credit of work they did not do. Sometimes users tweak the application to perform better but inadvertently disrupt accuracy of application performance. The problem gets magnified in the case of commercial systems, where users get paid for their contributions. The case of false positives may be feasible to detect in some applications, where the server can re-compute those results without much overhead, and verify correctness of computations. However, the case of false negatives, or claiming results are not found, can be infeasible to detect in cases where results are rare. Examples of such applications are key searches, where only one key satisfies the search criteria. If a user incorrectly claims that the key is not found without attempting to search his key space, the server cannot re-compute the key space for all such cases.  

Some distributed systems have addressed fraud issues with sand-boxing techniques (for example, Entropia™, as discussed above), random spot checks of results sent, digital signatures for peer authentication, code obfuscation, checksums etc. In order to compel users to complete the job to get credit for work, checksums are added to the results that are checked by the server each time results are sent. This scheme may not work if a user manages to reverse byte-codes and produce the source code of the application and determine how the checksum is computed. A user may then fabricate false results with the right checksum. Techniques to combat attacks such as these include code obfuscation to confuse the user of the application and checksum logic. Changing the checksum algorithm periodically may discourage saboteurs too. Redundancy in job scheduling is also a technique used in some systems to detect cheaters. The same job is given to multiple participants and their results are compared. Assuming that there are more good users than bad, consistent results will eventually be found.

1.6
Research Objective

During the course of this research study, I have analyzed various distributing computing environments and studied mechanisms for fraud protection. I have particularly researched applications to perform distributed searches for cipher keys like the TEA cipher. Applications like these are computationally intensive and can be broken down into mutually independent tasks. I have used a fraud protection model proposed in [20] and have customized it to my application. The scheme detects job evasion by saboteurs in volunteer computing settings by setting milestones of job completion and later scanning results sent for their presence, in order to ascertain what percentage of the job was done. The strength of the fraud protection model lies in concealing information about the milestones, so that malicious users cannot detect them and hence are compelled to complete their work in order to get credit for it.  I have proposed a variant to the original model and have implemented it. Later chapters have empirical results demonstrating the effectiveness of the model in protecting against a large number of attacks in a distributed computing scenario.    

Chapter 2

System Design and Model

2.1
Peer-to-Peer Models

Peer-to-peer networks aim at harnessing the capacity and capabilities of numerous personal computers all over the world. They aim at creating a cluster of workstations that work in tandem toward a common goal, which could be sharing data, performing computations etc. 

The following models are some of the variations of peer-to-peer systems, according to [10, 3]:

· A pure p2p network model comprises peers, which talk amongst themselves, share content and resources. They essentially request service to other peers as well as respond to the requests of others. Peers make direct contact with each other, using complex search algorithms for online peers.  

· A variant to the above model includes a server, which maintains a database of peer information. Online peers contact the server, indicating that they are online. The server gives initiators information about other peers. However, server responsibility is limited to giving information, once located, peers communicate directly amongst themselves. 

· Another p2p model is one in which the server could be given added functionality such as indexing data and resources shared by online peers, so that a peer requiring some resource can contact the server for information about which peer may have it. The server will hence, also maintain content/resource information of peers.

· This p2p model does away with inter peer communication, but still assumes that resources are distributed and shared in the network. Peers requesting resources contact the server, which searches and returns results to them. In other words, the server maintains peer and content information and fetches the resource for the requesting peer. Peers need not communicate with each other for exchange of data.

All of the above models have certain aspects common to the system. These are:

· Tracing fellow peers: peers need to communicate with other peers for some shared resources. This can occur thru a server or directly, depending on the system design.

· Querying peers for content

· Sharing resources with other peers 

2.2
Distributed Computing Model

2.2.1
Introduction

According to a recent article on Distributed Computing in ExtremeTech [15], “One can define distributed computing in many different ways. Various vendors have created and marketed distributed computing systems for years, and have developed numerous initiatives and architectures to permit distributed processing of data and objects across a network of connected systems. “

In recent years, distributed computing systems have been used to harness idle CPU cycles and storage capacity of computers all over the world. Also referred to High Throughput Computing (HTC), this technology aims at building clusters of workstations, which can work in tandem toward a common goal. The intent is to have tremendous gain in throughput over a period of time. Cluster computing is characterized by management nodes, which perform tasks like registering participants, job scheduling, job pool management, resource sharing, security, authentication, etc. Typically, resources like data, computing power, physical memory, etc. are distributed and heterogeneous and are shared amongst cluster members. The optimum division of labor in cluster environments is a problem open to much research and experimentation. Cluster computing is a drift from the conventional, centralized client-server model, in that cluster participants distribute workload amongst themselves, leaving specialized management tasks to servers. The peer-to-peer model is at the other extreme, with a decentralized architecture, wherein peers can act as request servers and makers. Typical distributed computing systems, deploy management techniques, which are a balance between the above two methodologies. Several factors like network- bandwidth and service point bottlenecks control network management decisions. 

The field of distributed computing has been subject to much academic research, particularly in areas of security, management and network communication. The last few years have seen a new interest in the idea after the technology spun off from the peer-to-peer trend started by Napster [15]. A number of new vendors have appeared to take advantage of the nascent market; including major technology companies such as like Intel, Microsoft, Sun, and Compaq that have validated the importance of the concept [15]. Increasing desktop CPU power and communications bandwidth, have also helped to make distributed computing a more practical idea. 

2.3 Software Design

In developing a distributed system for key searches, I have used a server-peer model. The server is central to system management and manages peers while they dynamically join the system. Peers on the other hand perform parallel, distributed tasks delegated to them by the server. Peers perform resource management of the system available to them and process tasks given to them. The server handles load balancing and testing of results sent back.  

2.3.1
Object-Oriented Design

The object-oriented design paradigm focuses on software, reusability using inheritance, polymorphism and encapsulation [19]. Software reusability helps enhance software development productivity and quality. In implementing the system, I have focused on these object-oriented design principles. I have developed APIs for communication between server and peers, job scheduling, result analysis, job pool management and job processing on the peer side. 

2.3.2
MVC Architecture

The Model View Controller (MVC) paradigm proposes explicit separation of the user input, the modeling of the external world, and the visual feedback, all of which are handled by three types of objects, each specialized for its task [19]. The view manages the graphical and/or textual output to the display objects allocated to its application. The controller, as its name suggests controls the flow of the application process by interpreting the mouse and keyboard inputs from the user and appropriately commanding the model and/or the view to change. Finally, the model encapsulates the business logic and functionality of the application. It responds to requests for information about its state and to instructions to process some business function (usually from the controller).

I have adopted the Model-View-Controller design paradigm in keeping with scalability and ease of reuse. The major system components are the server and peer. The design of each of these adheres to the MVC paradigm. The peer application is divided into the following major components:

· The GUI helps users interact with the application. A participant can install the software, register himself and view work in progress using various view objects. 

· The central thread of control comprises system agents to monitor keyboard, mouse activity etc, and handles to other logic modules. It represents the controller object. 

· The worker thread is spawned when system is idle and represents the model object. The worker in turn invokes various modules for server communication, job processing, result writing etc. 

A separation of major logic components is a scalable software design. For instance, should we require that peer authentication be done, we can add a module for digital certificate processing in the communication module. Similarly, views can be added or modified without much change to the overall software system. The following figure illustrates the overall peer software design. 
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Figure 1. Peer Design – MVC Architecture

The server system is modeled using a similar design. The user interface is limited to simple consoles and log files which trace out server activity. Internally, all major logic components are separated out and connected through a central server thread.

2.3.3
Technology Platform

The system is implemented in Java and XML. Java technologies, being platform independent, are a natural choice for a distributed system, which may be deployed at different environments. XML is a convenient, platform-independent standard for data structuring and messaging. By deploying XML for data storage and retrieval, the system can be integrated easily with third-party software and is flexible and scalable. 

2.3.4
XML Standard

2.3.4.1
 Introduction

XML is a standard for structuring data and separating presentation specifics from content [26]. In recent years, the XML data format has been used widely in a variety of information system solutions. Applications where XML is used include document transmissions in B2B systems, messaging between different internet-based applications, data storage, retrieval and manipulation. XML is the format of choice due to its platform independence, portability and ability to share data.  Moreover, it can accommodate text, images and sound files as attachments.  Amongst disadvantages of using XML are its overhead in data conversions, new skill requirements and management issues of XML data.    

Databases are ubiquitous with business and Internet based software applications. With the growing popularity of XML for data storage, database compatibility of the XML standard is a must. Most databases are relational, which means that XML documents should efficiently process relational data. The hierarchical format of the XML standard makes it possible for data conversions in different ways between XML documents and relational databases. However, now new XML database products are built to handle XML data demands natively without the overhead of converting to other database structures such as the relational structure. In addition, a variety of XML storage strategies, conversion processes, and levels of support for XML with the leading database products have been developed with the growing popularity of XML.

XML documents are primarily of two types

· Data-centric

· Document-centric

Data-centric documents have well-defined structures and are used mostly as invoice, purchase orders, newspaper content etc. The size and structure are quite predictable.

Document-centric data tends to be unpredictable in size and structure as they have flexible rules for optional fields and content.
2.3.4.2
Role of XML

In this project, I have used XML as a standard to store data about peers on the server, to record job information delegated to peers by servers and write results of computations by peers. I have used structured data-centric documents, which are updated frequently on the server as well as by the peer software. The advantages of using XML are as follows:

· Portability – XML being a platform-independent standard makes software systems portable as data encoding and decoding issues can be avoided by using a single text-based standard.

· Easy Messaging Standard – XML is an evolving standard for messaging between applications across networks. It also provides for capabilities to attach binary files to messages etc.

· Well Structured – XML provides a well-defined structure to files and messages that can be imposed by an XML schema. This allows for easy integration with other systems and validation of data integrity and correctness.

· Ease of Data storage and retrieval – This is facilitated by extensive APIs in Java. Integrating XML data with relational databases is possible too.

· Flexibility – The XML standard and XML schema provide a flexible way to structure data and separate data content from presentation. Related technologies like XSLT and XPATH allow developers to present XML data in various forms in editors and tools.

The server maintains a record of every session with a peer. All peers have unique peer names, which identify them. Information stored is what jobs were given as part of the batch job (in this system a job would indicate the specific space to search for the key), what the ringers( were in those jobs and what ringer images( they mapped to. Job status is recorded for each job given and updated after results are returned. This gives the flexibility to have multiple values for the status field, so that the job can be re-assigned. 

The peer application writes out details of the batch job, once received, in an XML file. It records information like the key space to search in each job packet, status of job completion and session information. When initialized, the worker module reads the next unfinished job information from this file. A separate file is maintained for results. This file is updated as and when job packets are processed. When there are no more unfinished jobs left, the peer connects to the server and sends its results. The server in turn gives the peer another batch job to process. The following are examples of XML file structures used. 

<?xml version="1.0" encoding="UTF-8" ?> 

   <peer name="peer1" sessionid="123">
  <jobpacket name="packet1" status="false">
  <limits>
  <llimit1>0</llimit1> 

  <ulimit1>31</ulimit1> 

  <llimit2>0</llimit2> 

  <ulimit2>127</ulimit2> 

  <llimit3>0</llimit3> 

  <ulimit3>255</ulimit3> 

  <llimit4>0</llimit4> 

  <ulimit4>255</ulimit4> 

  </limits>
  <rfile></rfile> 

  </jobpacket>

   --

   --

  </peer>
 Figure 2.  XML file to record batch job

The above snippet is taken from “myJobs.xml”, which is produced when the peer receives a batch job from the server. A single batch may have many job packets, which are recorded as shown. In this example, job packet named “packet1” is a job to scan the space 0-31, 0-127, 0-255, 0-255, which indicates that the key space to search is represented by the limits 0-31 of the first byte, 0-127 of the second, 0-255 of the third and 0-255 of the fourth. Hence, a 32-bit key is being searched. A status of “false” indicates that the job has not been completed. 

Similarly, figure 3 illustrates the “myResults.xml” file, which records results of completed jobs.

<?xml version="1.0" encoding="UTF-8" ?> 

  <peer name="peer1" sessionid="123">
  <jobpacket name="packet1" status="true">
  <limits>
  <llimit1>0</llimit1> 

  <ulimit1>31</ulimit1> 

  <llimit2>0</llimit2> 

  <ulimit2>127</ulimit2> 

  <llimit3>0</llimit3> 

  <ulimit3>255</ulimit3> 

  <llimit4>0</llimit4> 

  <ulimit4>255</ulimit4> 

  </limits>
   <ringers>
  <ringer>13 103 23 100 </ringer> 

  <ringer>1 29 52 24 </ringer> 

  </ringers>
  <potentialkey /> 

  </jobpacket>
  </peer>
Figure 3.  XML file to record results

The file indicates that the job named “packet1” is complete. Two ringers were found with values 13 103 23 100 and 1 29 52 24. In this job, no keys were found. If a key had matched the search criteria, (in this case encrypted plain text to cipher text), it would have been recorded as a child of the “potentialkey” node.

2.4
System Design

The following are key elements in the overall system design.

· A server component, which is a single dedicated machine. A network (LAN) server is implemented for smaller computing environments, although a scalable web based server would be appropriate for larger projects. The server has a layered architecture: Communication Layer, Data Layer and Job Layer. The communication layer comprises the messaging module and the network communication module. The Job Layer has the Central Manager, Job scheduler and Screener factory modules. The Data Layer consists of the XML processing module.

· XML data storage for online peer information, job information and results. 

· A peer component, which is installed on user machines. The peer component can be further divided into three major modules: Communication Layer, Performance Layer and User Interface Layer. 

2.4.1
Server Design
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Figure 4. Server System Design

Communication Layer

The communication layer implements network communication using TCP/IP protocols. The functionality is implemented in the class GlobalSocket, which is inherited by GlobalSocketServer and GlobalSocketPeer classes. 

Data Layer

The data layer implements XML processing of data storage, retrieval and manipulation. The XMLFactory, PropertyLocator and AppConfiguration classes constitute the data layer. The PropertyLocator class manages properties files used to configure the system. The AppConfiguration object represents important system information configured at that time, managed via init() and update() methods. Information stored about peers includes peer names, ringers, ringer hashes, batch jobs sent, etc. 

Job Layer

The job layer contains most of the system logic for job scheduling, load balancing, testing, ringer management etc, in various inter-dependent objects.

The Scheduler class performs the task of job assignment to peers, choosing from a pool of pending tasks, managed by the PendingJobPoolMgr class. It uses an algorithm for assignment of jobs of a certain size, which is configurable, in method nextJob(). The peer will receive a job that will last for some days/hours. An optimum job size will factor network bandwidth and traffic. Shorter job assignments, will lead to more traffic periodically, as the cluster grows, since peers will be connecting to the server more often.

The ScreenerMgr object is used to get a different random version of the screener ( application, via the getScreenerHandle() method. Different versions of the screener application are maintained and one is randomly chosen for a peer. 

Verification and testing of results sent by peers is done in the VerificationFactory class. This object will basically query server data files for ringers that were assigned for the job and verify that the peer returned all of them. It will also re-compute any keys returned by peers as found results.   

Authentication Layer

The fraud resistant model proposed includes peer authentication via digital certificates. However, this module is not implemented. An authentication layer can be added and integrated with the communication layer. 

2.4.2
 Peer Architecture
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Figure 5. Peer System Design

User Interface Layer

The User Interface Layer includes objects to view results, register with the server and system agents, which monitor keyboard and mouse activity. A plausible technique to detect user activity on a computer is to monitor keyboard and mouse activity. If there is no activity for a certain period of time (a value the user can specify), one can assume that the user is probably not using his computer. The system activity agents developed in this project follow this approach. 

The ResultViewer class provides a simple tool to view results and job progress. The results and job batch files are in XML format. Using XSLT modules to convert XML data to HTML, this tool enables the user to view a summary of job progress, server error messages, results computed etc.

Performance Layer

The DiscompPeer object stays alive once the peer software is installed. It glues the various components of the system together. System agents are programs written using native code and the DiscompPeer has handles to them. A Worker thread is spawned for job processing. The Screener class has a match_ringer() method, which accepts a hash value and ascertains if it is a ringer hash. It records found ringers and potential keys in result files.  

Communication Layer

This layer allows XML messages to be sent and received. 

Chapter 3

System Architecture

3.1
System Architecture
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Figure 6. System Architecture

3.2
Resource Management

The resource manager uses a dynamic resource allocation strategy to adapt to heterogeneous network environments. Peers may join and leave dynamically, which makes it impossible to ascertain the availability of resources at any time, statically. Hence, the resource manager determines optimal job assignments to participant workstations depending on requirement definitions and system specifics and configuration of workstations. Applications like key search, prime number generation, protein folding, etc. are viable for a distributed computing system such as this. They too may differ in their requirements for resources, such as RAM, CPU speed, external storage drives, operating system, hard disk capacity, maximum number of dedicated workstations, etc. The resource manager maintains all requirement definitions in the Requirements Pool. Users wishing to submit a job with specific requirements may do so, in a format discussed later. All requirement definitions are stored in XML files on the server and periodically updated to the requirements pool in memory. This is done primarily for efficiency reasons and an optimum refresh strategy can be computed.

 When a peer connects with the server for a batch job to process, it sends specific system information in an XML message. The resource manager has a matching algorithm, which will ascertain the most suitable application for that peer, by examining the requirements pool and the system information sent by the peer. The strategy used is discussed in more detail in the next section. Once assigned, the resource manager will update the requirements pool, to reflect a batch job assignment to the peer and compute a unique id for that application. This information will later be stored in the jobs given to the peer, so that appropriate handling at later stages (testing and verification, pending pool assignment, etc.) can be done. Once the job request submitted by the user is completed, the requirements definition is removed from the pool. The implemented system is customized for key search applications and hence a uniform requirement of resources is assumed. The proposed resource manager is not implemented.  

3.2.1
Requirements Definition

A common protocol is used in expressing resource requirement and advertising resource availability. A user wishing to submit a job to the system has to specify certain attributes of the workstations he is targeting to use. The specifications, which are attribute value pairs, are translated into an XML message and sent to the server. Front-end tools or XML editors can be used as a user interface to construct the message. The following attributes can be specified: 

· Type – This indicates the type of machine required to perform the job. The default is “workstation”. This attribute can accommodate different devices, if used in future.

· Application Name – The accompanying application executable or application name, for which the request is submitted.

· Keyboard Idle Time – The time in seconds of inactivity on the keyboard, before job processing. This value can be used as the default, if not specified by the workstation user.

· Mouse Idle Time - The time in seconds of inactivity on the mouse, before job processing. This value can be used as the default, if not specified by the workstation user. If mouse and keyboard idle times are specified, both conditions will have to hold true.

· Memory – Minimum physical memory in megabytes to be present on the workstation to process this job.

· Hard Disk Space – Minimum hard disk space on the workstation to process the job.

· CPU speed – Minimum CPU clock speed on the workstation for the job. 

· Architecture – The processor architecture, for example “INTEL”, on the workstation

· Operating System – The job executable submitted may be operating system specific, example value is “SOLARIS251”. 

For an attribute that is unimportant to match, a null value can be specified. Attributes can have comma-separated values, to allow for multiple values. A sample of proposed XML structure for the requirements definition is illustrated in Figure 7.

The XML structure below gives the user the flexibility to specify a number of machines for a particular configuration. One can have multiple configurations for operating systems or architectures by writing out multiple records for a single application. The minimum and maximum tags can be added other nodes as well, as appropriate.   

<?xml version="1.0" encoding="UTF-8" ?> 

  <application name="TEA">
  <machine type="workstation">
  <num-machines>
  <min/> 

  <max>10</max> 

  </num-machines>
  <operating-system>SOLARIS251</operating-system> 

  <architecture>INTEL</architecture> 

  <CPU-clock>750 Mhz</CPU-clock> 

  <hard-disk>100 MB</hard-disk> 

  <memory>
  <RAM>32 MB</RAM> 

  <virtual-memory>64 MB</virtual-memory> 

  </memory>
  <keyboard-idle-time>900 secs</keyboard-idle-time> 

  <mouse-idle-time>900 secs</mouse-idle-time> 

  </machine>
  </application>
Figure 7. XML structure for Job Requirements

The matchmaking algorithm will take as input an XML configuration file with values pertaining to the peer’s system. An XML schema for the same will be used to impose the specific data structure in constructing the message on the peer. For all non-null values, matching of values will be done. If the peer has the right specifications for the job, it will be assigned one. The user submitting the job can specify a minimum set of attributes that should match in value for a successful assignment. All current requirement definitions will be matched and the first available match will be honored. It is possible that some requirement definitions get preference because they get matched before others, leading to lack of resource allocation to job requirements posted later. In order to prevent this, a random matching order should be chosen each time the matchmaking algorithm initializes.     

3.3 Job Scheduling and Load Balancing

The scheduler is responsible for computing a batch of jobs for the next peer. A batch job comprises one or many jobs. The number of jobs that a batch must contain is configurable for the application. A requesting peer can specify a number for the expected batch job. The job scheduler for the implemented system does a domain space breakup for the key search. The approach used is to use subsets of the key space by considering the limits of each byte (between 0 and 255) separately. The size of each subset is a quantity that is configurable and will determine the time each job takes to compute. 

The scheduler first queries the job pool manager for pending jobs. A pending job pool is maintained in memory, which is periodically updated. An XML file is used to store job status and details, which is read and processed by the XMLFactory object to update the pending job pool. If there are no jobs that are pending, the scheduler computes a fresh batch of jobs for the peer. Job scheduling is done on a first come first served basis and offers some flexibility in terms of job batch size modification. After a peer returns results the testing module verifies the integrity and correctness of results, after which erroneous or fraudulent job results qualify the job to be reassigned. Those jobs get added on to the pending job pool.

Load balancing is an important design decision in distributed applications. The matchmaking algorithm addresses this issue partially, in assigning jobs to participants that satisfy minimal requirements recommended for the job. However, the resource manager does not perform a best-case analysis, but merely performs a requirements check. In future further load balancing can be provided by reassigning jobs to other peers should results not be received within a particular timeframe. This will prevent backlog of undone jobs over a period of time. Further, a peer can be assigned smaller or larger chunks of jobs in a batch depending on its processing capacity. This can be a request specification or an ascertained value after matchmaking. This will make sure that not all peers with varying capacities get assigned the same size of batch jobs.

The focus of this research study is fraud resilience in distributed computing applications. Results returned by all peers are tested thoroughly to detect incomplete work, incorrect work or fake results. This also implies that malicious and fraudulent users must be deterred, once caught. The server blacklists all peers that commit fraud and performs a check before assigning a new batch job to a peer. Over a period of time, voluminous data of peers can accumulate on the server, which may be an overhead to process each time. Another approach to storing this information is in a distributed fashion. Every peer is given an encrypted file, the key of which is known only to the server. The file contains crucial information about the peer’s identity and past history. This file is given to the server at the start of every session, which is decrypted, updated and encrypted again by the server. Absence of the file on the peer is also an indicator of untrustworthy users. In implementing the system, this distributed approach is not followed instead all peer information is stored on the server itself.

3.4
Peer Resource Usage

Volunteers who participate in distributed computing projects expect to contribute idle CPU time. Hence, it is essential to monitor system resource usage continually for some threshold values, in order to determine when to start processing jobs. Several approaches can be followed in this regard. Some distributed computing systems like SETI@HOME, use a screen saver, which the user installs on his computer. Like typical screen savers, this can be configured to launch after some time of keyboard and mouse inactivity. While the screensaver is running, the software starts processing jobs. As soon as the user returns, the screen saver and the software shut down, freeing up resources for the user. This approach is an unobtrusive CPU usage scheme for volunteer computing. Alternative approaches, which include more user participation, have Java applets running on some website the user visits via his browser. While the applet runs, jobs are processed, using the client system resources. Although not independent stand alone applications, applets are less invasive of a user’s personal data, if written with appropriate security features like sand-boxing.    

The choice of Java for a volunteer computing application is restrictive in that one cannot write low level, platform-dependent code in Java. A possible alternative is to have C or C++ code and integrate it with the Java application using Java Native Interface (JNI). I have implemented system agents to monitor keyboard and mouse activity on win32 platform, in C++. The programs include Dynamic Link Libraries (DLL) for win32 platforms. For more information on DLLs, refer  [13]. The programs indicate if they detect no activity for a certain period of time. That indication is used to trigger a worker thread to start processing jobs given by the server. The system agents now begin monitoring for activity on the keyboard or mouse. When the user returns, presumably when there is mouse movement or a key strike, the agents send a signal to terminate thread processing. 

An important aspect of a break-off model such as above is the job-resumption after termination technique. Peer processing breaks-off periodically and is expected to efficiently resume in the next cycle, with minimal work lost. This means that the peer application should periodically record rollback breakpoints. Also, results of processed jobs have to be recorded at an optimal frequency, keeping a balance between I/O and processing speed.

 The job-termination and resumption-model I have used is adapted to key search problems. The model is inspired by the concept of a semaphore, which is a built-in system data type, with an associated lock with locking and unlocking operations. Semaphores are used for synchronization between multiple processes, when in critical sections. In the resumption model, a single thread may be in critical sections when it is time to terminate. The semaphore concept is used to lock out the section, so that termination can occur only after the thread has exited the section and released the lock. Hence, in the ‘destroy()’ method of the thread, the lock is checked continually to ascertain whether or not critical sections are exited.

 In the course of job processing on the peer, critical sections may be identified as procedures used to communicate with the server to send results, wait for verification and server testing and receive the next batch job or an error report from the server. Another critical section to complete before thread termination is the process of recording results or rollback points in XML files. The CPU cycle time required for each of these procedures is lesser than that required for the actual job to process and can be acceptable for the duration of the critical section, even after the user returns.      

The following pseudo-code illustrates the break-off model for the worker thread. 

while (true)

{

  xml_reader_next_job();

  If  (!job_to_process)

  {

    acquire_lock();

    contact_server(results);

    receive_message(message);

    if (message == batch_job)

    {

      xml_writer(batch_jobs);

    }

     release_lock();

    xml_reader_next_job();

  }

  --

  --

  --

  xml_writer(found_ringer);

--  

xml_writer(found_key);

--

acquire_lock();

xml_writer(job_status);

release_lock();

}

Figure 8. Peer Break-off Algorithm 

Here, the worker algorithm is outlined. Once a worker thread is spawned, it endlessly reads jobs, processes them, writes results and updates the job status in the XML job file. If no undone jobs are present, the worker connects to the server, sends the results file and receives the next batch of jobs, after the server verifies the results. The xml_reader_next_job() method reads the existing job description file for the next undone job. The status attribute of all job records is read to ascertain if the job is processed or not. The xml_writer() writes the argument out to the appropriate file. All ringers and keys found are updated to the results file. The xml_writer(job_status) call will update the status of the current job as completed. 

The break-off model is as follows. The critical sections in the algorithm, which have to be completed before termination, are indicated in red. Just before the thread enters these sections, a lock is acquired on a semaphore like variable. On exiting, this lock is released. This will ensure that these tasks are completed before termination, as in the destroy() method of the worker thread, a check on the lock is done continually until it is released. This way, on the next cycle, there will be minimal duplication of work, as server communication will have to repeat if it was terminated half way through and a job will have to be re-processed if the status update process was terminated previously. For resumption of job processing, the next undone job will be started with. They key is to have an optimal size for a single job, as the maximum work lost is one job. After much experimenting, I realized that a five-minute packet was reasonable.  

Chapter 4

Fraud Resilience

4.1
Motivation

The system design discussed so far addresses functionality such as resource management, scheduling and load balancing in a heterogeneous network of participants. A crucial feature of distributed computing systems is fraud resilience. Volunteer computing models like SETI@HOME have experienced fraud by participants, where in users try to gain credit for work they did not do. Sometimes users tweak the application software with an intention to gain better results, but unknowingly disrupt accuracy and integrity of results. This accounts for false results and incomplete jobs. Commercialized systems are designed with payment schemes where in users can get paid for their contribution of CPU time. Here too it is imperative that the application is robust enough for results to be credible. This research study tries to address this issue and proposes a scheme that can be deployed for key searches. The security model discussed includes fraud resilience techniques and an authentication protocol. The fraud resilience model is implemented and tested for empirical results, which establish its effectiveness. A detailed analysis of the security model follows. 

4.2 Cheat Resistant Scheme

4.2.1
Introduction

This scheme detects whether or not the user has indeed performed the computation and the results returned are fake or fabricated by the user. The algorithm is based on a scheme in [20]. Formally, three key elements can be identified in our distributed system:

· A Function f defined on a finite domain D. In our case, f is the Tiny Encryption Algorithm (TEA) [25] cipher, which takes a key from domain D, and converts plain text (P) to cipher text (C). Hence, the objective is to evaluate f on all k that belong to D. The server distributes the computation by partitioning the domain D into subsets Di. The evaluation of f on Di is assigned to participant ‘i’. In our system, D = [0, . . ., 232 –1] and f(k) = TEAk(P).

· A Screener S. The screener is a program that screens results produced after applying the function f to all keys in domain Di. Every participant has the screener program, which ascertains the results to be given to the server. After a key has been tested, if the result matches the cipher text expected, the screener knows that the key is found. Hence, the screener takes as input a pair of the form (k; f(k)) for all k that belong to Di, and returns a string s = S(k, f(k)). In our example, S is a function that compares f(k) to C, where C is the Cipher Text. If they are equal, S(k, f(k)) = k, otherwise there is no result worth signaling to the server and S returns the empty string. An assumption made here is that the screener program does not add significant overhead to the computation.

· A Verification function V. The Verification Function is performed by the server. Screeners from all participants return the strings after the computation of S(k, f(k)) for all keys in their domains. If the key is claimed to be found by a participant, the server verifies the correctness of k by performing f(k) and comparing the result to C. 

In this basic model, the screener S and the verification scheme V are the same for all participants. For the purpose of verifying the work of individual participants, the model is modified to give the server the ability to customize S and V for each participant.

· Customized screener. Rather than a common screener S, the server gives a unique screener Si to every participant. The server also generates a secret key Ki. The screener has the image( of the secret key Ki, while the key Ki is known only to the server. The key stores secret information associated with the peer, and is used to verify the work of participant i.

· Customized Verification scheme. Similarly, the verification scheme V is customized for participants. We re-define V as a function of two inputs: a string s from participant i, and the secret key Ki. The result string is verified if it contains the image of key Ki that the server assigned to that peer earlier. In other words, not only is the server looking for the key to TEA, but is checking on completeness of computation by looking for Ki image in the result.
4.2.2
Ringer Scheme

The Ringer Scheme detects job evasion by cheating participants. In order to explain the ringer scheme, I distinguish the following three stages of the distributed computation.

· Initialization: The server decides on a partition of the domain into finite subsets Di. The server generates a screener Si for each participant, and a key Ki to go with it. All the keys are kept secret. The key Ki produced individually for each participant can be implemented with ringers. The concept of ringers is simple. In the domain Di of a participant, the server selects a set of n values, dj (every dj belongs to Di), which are evenly distributed over the range and are randomly selected. These are ringers. Hence, the set of ringers make the secret key Ki. In other words, Ki = {r1,…., rn}, where all r are ringers. They act like milestones in the domain Di. The server uses a one-way hash function to compute the images of these ringers for each participant. The hash function h, takes as input the cipher text (C), computed by applying the ringer ri to f(P). The set of ringer images, h(ri) where ri belong to Ki, are given to the screener, customizing it for that participant. Each participant then receives his share Di of the domain, a program performing the function f and the screener Si.

· Computation: For every input dj that belongs to Di, participant ‘i’ is required to evaluate f(dj), after which the cipher text produced is hashed using the same hash function h. The result produced is given to the screener Si. Since the screener knows what hash images, h(ri), to look for, upon finding one, it concatenates the key whose hashed image matched to string si, which is eventually sent to the server for verification. The screener will also be given the hash of expected cipher text, if found. Hence the screener can concatenate all relevant result strings into si, which is returned to the server at the end of the computation. To summarize, the server gives a set of hashed images to the screener and expects the set of ringer keys that map to the hashed values, in return. The strength of this scheme will now rest on the hash function. A collision free hash function, which is infeasible to reverse, should be used so that a malicious user cannot get to the key values if he has access to the hashed images. Should the hash function be weak, in that the user can compute the text that was hashed to produce an image, he still cannot get to the ringer, since that text would be the cipher text produced with the ringer and function f, in our case, TEA. The process of getting to a key from a TEA cipher text is obviously very difficult to accomplish, hence the distributed system. This will compel him to try every key in the domain Di to get all the ringers. Since the hashed values are computed with the cipher texts of the chosen ringer keys, the key space assigned will get searched in an attempt to find the ringers.

· Verification: The server computes V(Ki, si) to determine the correctness and completeness of the result returned by participant i. In our case, the verification function will check for the completeness of the set of ringers returned by the screener. The Verification process will map the ringers to the set it has stored for that participant and only if all are present, will the job by the participant be verified. Should a successful key be announced, the verification function will validate the correctness of the key by performing f(k). 
Additional security can be achieved by overlapping user domains Di for different users and matching results over common data sets. For the purpose of implementation, the algorithm to select ringers in a domain Di uses a random number generator to produce bytes in the range of 0 and 255. The lower and upper limits of domain Di, are represented as x bytes, where x is the size of the key in bytes. Each byte can have a value between 0 and 255. In specifying a domain subset Di, one will have to provide a lower limit and an upper limit for each individual byte. In searching the space, the approach used is to search every combination of the x bytes, with individual bytes in their respective ranges. Hence, a logical representation of a ringer is a collection of x values in the range for Di. 

The cheat resistant scheme described above prevents malicious users from sending results they did not compute. This is accomplished by using a sound one-way hash function to compute ringer images for a participant. A user who is reverse-engineering application code, may find the number of images in the screener program, but due to the irreversibility of the hash function, cannot predict the ringers. Any results sent to the server, will not be accepted without the screener output string si containing the ringer images, which compels the user to perform the computation over the entire domain. 

4.2.3
Obfuscating Screener Code

4.2.3.1
Rationale

The proposed model is irreversible and will keep a malicious user from finding out true ringers. However, it does not keep one from “guessing” what the ringers would be and trying to reverse engineer the software, in order to manipulate results. If individual job packets are small subsets of the key space, guessing ringers successfully may not be impossible. A user can attempt to pre-empt job processing and send results with guessed ringers. He can attack the application, trying to change code and behavior. One can argue that a malicious user, who has figured out how to communicate with the server and the protocol for sending results, can manually modify result files with guessed ringers and send out the fake results. A possible solution to an attack like this is to encrypt the result files with a secret key to make sure it is inaccessible to users. Each time the application updates result files, they are decrypted, modified and encrypted again. Due to time constraints, that part of the fraud prevention model is not implemented. 

Coming back to the possible attack on the software portion that writes ringers out to result files, we discuss the second phase of the fraud resilience scheme. The server gives different screener versions to peers. The screener application screens all key hash images and tries to locate ringers. On finding one, it writes it to the result file. Hence, the screener can be subject to attacks by malicious users, more than other components. A user attempting to send fake results with guessed ringers is likely to tamper screener code. To combat this, the server maintains several versions of the basic screener program. The versions are different in some superfluous lines of code added to the program. At the highest level of security, a single user will be given different versions each time, which makes reverse engineering attempts harder to succeed each time. The screener application code is obfuscated using some tricks, described in the next sections, to make the code difficult to comprehend, should it ever be de-compiled. 

4.2.3.2
Techniques

The rationale in the versioning scheme of the screener application is to contradict the good software engineering practices of writing readable code. Some of these practices are:

· Use meaningful data variables

· Avoid frequent jumps and spaghetti code

· Modularize and use sub-routines

· Choose data structures that make the program simple

By using several techniques simultaneously which do an opposite of the afore-mentioned, one can produce quite unreadable code, which is very tedious to make sense of. Following is a discussion of the details of techniques proposed along with ways to scale the algorithms for many versions.

Variable Re-composition

 Adapted from a scheme to solve the problem of malicious hosts in paper [12], variable re-composition is a technique wherein all variables used in the program are collected and their data contents redistributed in bits and parts into new variables. The idea is to confuse the reader with complex data structures, instead of simple ones, which contain data belonging to different original variables. In places where that data is accessed in the program, variable references are substituted with functions that re-arrange data to the original order. This technique can be applied to native data types as well as objects. To complicate variable re-composition, one can introduce new data and mix it up with the original, in the re-composed variables. The new data is not used in the program, but makes it difficult to identify useful data parts in a complex data structure. This technique is scalable, as the order of re-arrangement can vary from one version of the obfuscated program to another. Also, the dummy data added can change for variation. 

In the following code snippets, I illustrate this scheme with different data types.

Consider a case where there are three string variables, bestshop, flowers and wallet, each containing three characters. We can redistribute the strings in two variables v23 and v19, in a random order, as shown in figure 9. 
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Figure 9. Variable Re-composition for Strings, Source: [12]
Similarly, for integers:

int i= 0 ;

int j = 1;

can be replaced by:

int i=0;

int j=1;

Object[] v67 = new Object[10];

v67[2] = new Integer(i);

v67[9] = new Integer(j);

v67[0] = new Integer(678);

v67[1] = new Integer(0);

--

--

Figure 10. Variable Re-composition for Integers
As shown in the above figure, one can hide meaningful data, like integers ‘i’ and ‘j’, in an array of objects and fill dummy data to confuse the reader. 

Complex Expressions

Another technique to make code less readable is to substitute conditional branch constructs with runtime, data-dependent switch-case statements. This construct allows the use of expressions to evaluate a condition and branch. If simple expressions are substituted with complex, hard to read ones, it will be difficult to not only predict branching conditions, but also direction of branch. 
Replace procedure calls with body

Writing modular code in subroutines makes it easy to understand the division of functionality in a program. For the purpose of obfuscation, one can replace modular code with a large block of code, which is difficult to analyze. Adding dead code is a trick that may be circumvented by data flow analysis techniques. In adding dead code, one must be careful to produce fake results in it, which may not be used eventually, but appears to be contributing to the functionality of the program.

4.2.3.3
Example of Obfuscated Code

The following code snippets illustrate a simple Java class before and after applying the afore-mentioned techniques.

public class Mess

{

   public static void main(String[] args)

   {

      int i = 2; 

      String str = "Hello";

      int j = 5;

      int k = 1;

      if (str.length() == 5)

     {

         str = "myString";

     } else if (str.length() == 2)

       {

          str = "";

        } else if (str.length() == 1)

           {

              str = "1675.9";

           }

     }

}

Figure 11. A simple Java class before obfuscation 

In Figure 12 the above Java class is obfuscated with the techniques discussed earlier. In particular, the strings str and myString are re-composed in character array c10. The order used to distribute the characters is simple; alternate characters belong to a string in c10. The function tt() converts the strings back to their original orders. The function ttup() updates the character array c10 after any of the strings are modified. The if-then-else conditional construct is also replaced with a switch-case.

public class Mess

{

     public static Object[] in78 = new Object[10];

     int hh = 10;

     public static char[] c10 = new char[50];

public static Object tt(char[] cc, int ii)

{ 

        if (ii == ((Integer) c1000(new Integer(1), null, null, null)).intValue())

       {

          char[] cn = new char[15];

          cn[0] = cc[1]; cn[1] = cc[3];

          cn[2] = cc[5]; cn[3] = cc[7];

          cn[4] = cc[9];

          return (new String(cn));      

      }

      if (ii == (((Integer) c1000(new Integer(1), null, null, null)).intValue() + 1))

      {

          char[] cn = new char[15];

          cn[0] = cc[0]; cn[1] = cc[2];

          cn[2] = cc[4]; cn[3] = cc[6];

          cn[4] = cc[8]; cn[5] = cc[10];

          cn[6] = cc[12]; cn[7] = cc[14];

          return (new String(cn));    

       }  

      return new String();

}

public static Object c1000(Object i1, Object i2, Object i3, Object s)

{

    if ((((Integer)i1).intValue() == 1) || (((Integer)i2).intValue() == 1) || (((Integer)i3).intValue() == 1)) 

       return (new Integer(1));

    if (i1 != null)

      return (new Integer((((Integer)i1).intValue() - 1) + (((Integer)c1000(new Integer(1),null,null,(new String()))).intValue())));

   if (i2 != null)

      return (new Integer((((Integer)i1).intValue() - 1) + (((Integer)c1000(null,new Integer(1),null,null)).intValue())));

   if (i3 != null)

     return (new Integer((((Integer)i1).intValue() - 1) + (((Integer)c1000(null,null,new Integer(1),null)).intValue())));

  if (s != null)

     return (new String());

  return new String(); 

}

public static void ttup(Object o, int ii)

{

   int i = 0;

 

   for ( i = 0 ; i<((String)o).length(); i++)

   {

      c10[i+1] = ((String)o).charAt(i);

   }

  c10[i+1] = '\0';  

}


public static void main(String[] args)

{

   c10[0] = 'm'; c10[1] = 'H'; c10[2] = 'y'; c10[3] = 'e';

   c10[4] = 'S'; c10[5] = 'l'; c10[6] = 't'; c10[7] = 'l';

   c10[8] = 'r'; c10[9] = 'o'; c10[10] = 'i'; c10[12] = 'n';

   c10[14] = 'g';c10[11] = '\0';c10[16] = '\0';

   in78[0] = "null"; in78[1] = "myString"; in78[3] = "987";

   in78[2] = ""; in78[4] = new Integer(Integer.parseInt(((String)in78[3])) + 688);

   in78[5] = "HashFile1.txt"; in78[6] = new Integer(2);

   in78[7] = new Integer(1); in78[8] = "Hello";

   in78[9] = new Integer(5); 

   switch(((String)tt(c10,1)).length()) //== ((Integer)in78[9]).intValue())

  {

    case 15:  in78[8] = tt(c10,2);   


  ttup(in78[8], 77);        


  break;

   case 2: 
  in78[8] = in78[2];


  ttup(in78[8], 9);


  break;

   case 1:
  in78[8] = in78[4];


  ttup(in78[8], 0);


  break;

  }

 }

}

Figure 12. Obfuscated Java Class

4.3
Authentication Protocol

In a distributed computing scenario like ours, authentication of participants is important. Users can misuse the system by posing as someone else and gain credit for work they did not do. Although not implemented, a proposed security protocol to combat this situation follows.

The server creates digital certificates for each participant at the time of registration and profile creation. This certificate will contain information that will uniquely identify the participant. We assume a public/private key pair for the server and every participant. The keys are used to encrypt and decrypt the digital certificate. At the time of transmission of results by the participant to the server, a protocol for authentication takes place for the exchange of the digital certificate. A handshake protocol similar to SSL [24] could be a possible implementation. Alternatively, the entire session can also be encrypted with a session key decided by the server and the participant for every session using a scheme similar to the Diffie-Helman Key exchange. 

When a peer connects with the server, it transmits its digital certificate to the server. The server in turn decrypts the certificate using its private key and authenticates the peer. If the certificate is fabricated, it will not decrypt with the private key of the server. Once authentication is done, the peer and server follow a protocol to determine a session key to encrypt messages in that session.  

Chapter 5

Results

5.1 Test Environment

The implemented system was tested on a local area network comprising 3 PCs. The testing platform was Windows 2000. The machines had Intel® Pentium II processors, at least 128 MB RAM and 933 Mhz clock speed. 

The system was tested for a Tiny Encryption Algorithm (TEA), 32-bit key. A 32-bit key can be found in a reasonable time frame, which makes testing for results feasible. A known plain text and cipher text pair was used throughout the system on which an exhaustive key search was performed. Results measured were for three peers in tandem, which were then scaled to predict results for a 64-bit key.

The tests that follow provide empirical data of system performance, measured in milliseconds of response time. Some system parameters are varied and response times recorded. 

5.2
Ringers

The ringer scheme has several parameters which can be varied to test performance and efficiency, like the number of ringers in a job packet, choice of hash function and number of screeners. The following tests were performed to measure the processing time by varying number of ringers.  The hash function used was Tiger [22]. All tests were performed with the same batch job, which comprised four jobs. Each of the jobs specified a subset of the 32-bit key to search. The batch job searched a total of 230 keys, a fourth of the total search space.  The following table contains the processing times with varying number of ringers for the same batch job.

	Ringers
	Time in seconds

	4
	7296

	6
	7392

	8
	7526


Table 2. Ringer Number Tests

The results indicate a 3.15% increase in processing time when ringers are increased from 4 to 8. In other words, the increase in time per ringer is 0.78%. If we consider the increase in time for 6 ringers from that of 4, we get a 0.65% increase in time per ringer. 

5.3 Server Performance

The server is multi-threaded and it spawns a new thread for every client request. Server response time is key to the performance of the system. Server response times are measured for the job-scheduling phase. The following tests were conducted with multiple client requests for the same size of batch jobs. Concurrent client requests were sent to the server and average response time measured for each case. Like in the previous case, each batch job comprised 2 jobs to search subsets of the key space. In all cases, 4 ringers were computed for each job.

	Clients
	Average Response Time (milliseconds)

	2
	1532.5

	5
	1692.4

	8
	3103.5


Table 3. Server Scheduling Tests

The above results indicate a 102.5% increase in server response time when concurrent client requests are increased from 2 to 8. 

5.4 Analysis of Results

A good approach to implementing the parallel cipher algorithm and hash function is as an executable in a language like C. Performance times of C and Java programs can be dramatic for low-level bit wise operations, such as those in TEA. Another important consideration is the choice of hash function. I have experimented with SHA1 and Tiger [22]. I found the latter to be a faster hash function. For an application like an exhaustive key search, it is important that the work amount is minimized for each cycle. 

The number of ringers chosen, do not effect the performance time of the peer system much. Moreover, more ringers will provide better coverage of the domain. As an example, a 30-minute job with 8 ringers will approximately cover 3.7 minutes of work per ringer.  As mentioned previously, the increase of time per ringer is approximately 0.7%.   

Chapter 6

Conclusion and Future Work

6.1
Concluding Remarks

The results of out test environment corroborate the efficiency of the ringer scheme in compelling users to complete their jobs. I have implemented a subset of the proposed model as a test base for the fraud resistant scheme. A complete implementation will enable thorough testing of resource management techniques as well. The Ringer Scheme is a generic model for setting hidden milestones in any large computation. It is a model that can be applied to any application, which consists of computations that produce unique results that have some dependency on the input data. Should redundant results be produced, hash images will be redundant, giving significant clues to the user regarding the milestones. 

For performing exhaustive cryptographic key searches, using a separate hash function may be redundant if the cryptographic function is a strong, collision-free one-way function. However, for the purpose of demonstrating a general security model, implementing a hash function is necessary in this research project. Java offers a gamut of technologies for distributed web services, many of which are XML compliant. This research was also about studying the use of Java and XML in developing a distributed system. 

6.2 Future Work

6.2.1
Server Scalability

Volunteer computing applications have the potential to scale to millions of Internet users. A potential bottleneck in the system can be server functionality. Distribution of server functionality over a hierarchical structure is an area of future research for this system. A possible implementation could be to have a hierarchy of system managers with the network partitioned amongst those at the lowest level. Each system manager monitors resources in its domain and performs job scheduling, load balancing, testing and verification of results. At the highest level, overall system performance is monitored. A break up of functionality like this will help make the system scalable and manageable.    

6.2.2
Inter-peer communication

Inter-peer communication is a step in the direction of peer-to-peer systems. The idea is to give peers enough functionality to request and respond to other peers. Some applications may require sharing of data and results amongst peers, which calls for searching and querying online peers for specific content. However, performing optimal resource management and load balancing will be challenging in a peer-to-peer scenario.    

6.2.3
Payment Schemes

The idea of using ringers to quantify work done holds promise for commercial systems. In [14], a probabilistic theory is given to suggest a scheme to motivate users to complete their tasks for financial gain and deter them from cheating by penalizing them for doing so. The proposed ringer scheme can probably be integrated with the same. 
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Appendix B: Glossary

ARPANET - A wide area network that was the precursor to the Internet, created by the United States Defense Advanced Research Project Agency (ARPA), in 1969. 

Bayanihan – Project Bayanihan started at the MIT Laboratory of Computer Science and is based on the idea of volunteer computing, where participants all over the world can contribute to the system by visiting a web site with an appropriate browser.

Calypso – A prototype software system for writing and executing parallel programs by providing a simple programming paradigm incorporating shared memory constructs, dynamic load balancing and fault tolerance. 

Charlotte – A meta-computing project based on a virtual machine model, which is a high-level platform independent system. 

Checkpointing – A mechanism used in the Condor project to enable a process to record its current state in the form of checkpoint files, which contain data and stack segments. This information is used by migrating processes to resume job execution after migrating to idle machines. 

Condor – A product of the Condor Research project at the University of Wisconsin-Madison, Condor is a specialized workload management system for compute-intensive jobs. 

DataSynapse – A grid-computing company. DataSynapse’s solution GridServer™ is the only production-proven solution that extends applications in real time to operate in a distributed computing environment across a pool of networked resources.

Data Encryption Standard (DES) – The most widely used encryption algorithm. DES is a block cipher, which performs permutations on blocks of plain text and produces cipher text of the same size.  

Diffie-Helman key exchange – A method used by two parties to agree upon a secret cryptographic key using an exchange of messages in the clear.  

Entropia – A PC grid computing company with solutions to tap the power of PCs in an enterprise network to process computationally intensive jobs for business and scientific applications.

Napster – A peer-to-peer software application written and distributed freely on the web, targeted to share music files amongst users.

Parallel Virtual Machine (PVM) – A software package that permits a heterogeneous collection of networked Unix and/or Windows computers to be used in parallel like a single computer.   

RSA – An encryption algorithm developed by Rivest, Shamir and Adleman. It uses a public-private key pair for encryption and decryption.

Sandbox – A Java technology, which provides security from untrustworthy code, by restricting its memory access. A sandbox is used for security purposes when executing Java applets. 

SETI@HOME - Search for Extra-terrestrial Life at Home is a distributed computing project that started in University of Berkeley in 1997. The project uses distributed resources to scan signals from the Arecibo satellite in Mexico for signals of extra-terrestrial life.

Secure Socket Layer (SSL) – A security protocol developed by Netscape to transmit private documents on the Internet. Private key encryption is used to transfer data. Both Internet Explorer and Netscape browsers support SSL. 

Semaphore – A built-in system data type internally associated with a lock and a queue for process blocking purposes. Only two operations, one for acquiring the lock and the other for releasing it, are allowed on semaphores for process synchronization.

Secure Hash Algorithm (SHA) – The Secure Hash Algorithm is a cryptographic message digest algorithm similar to MD4. It takes a message of length less than 264 bits and produces a 160-bit message digest.  

Tiny Encryption Algorithm (TEA) – A feistel type simple encryption algorithm that is often used to replace DES for encryption.   

XSLT – The Extensible Stylesheet Language Transformation standard by the W3C, XSLT, is a tree-oriented transformation language for transforming XML documents into simple text, HMTL or other XML documents. 
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( Bold face text found in Glossary


( The cheat resistance scheme uses ringers. For more information, refer to section 4.2.2.





( The Screener application is customized for peers and different versions are maintained. Refer to section 4.2 for more information.


( The ‘image’ of the secret key is discussed in section 4.2.2
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