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Introduction

Completely Automated Public Turing test to tell Computers and Humans Apart, or CAPTCHA, is basically a program that most humans can pass but computers cannot pass (Ahn, Blum, & Langford, 2004, p. 58).  In addition, the computer which runs the program should not be able to pass the test also.  Many people have seen CAPTCHAs while registering for an e-mail address, such as in Hotmail® or Yahoo!®.  An example of a CAPTCHA is shown in Figure 1.
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Figure 1.  A Yahoo!® CAPTCHA (EZ-Gimpy).

Source: Yahoo!® new login web page, 2004.

CAPTCHAs were developed to prevent robot programs, or bots, that create hundreds of thousands of e-mail accounts in order to send junk mail to many users (Mori & Malik, 2003, p. 1).  These bots are used by spammers who, for example, advertise lower mortgage interest rates, loans, and medicine to enhance parts of the body.  Some of the programs that were developed in response to the prevention of the creation of e-mail spamming are Gimpy, EZ-Gimpy, Bongo, PIX, and Baffletext.  There are also sound-based CAPTCHAs, such as one written by Nancy Chan of the City University of Hong Kong, which help blind people pass CAPTCHAs that are used in website (“Computer,” 2003).  This paper will describe the different types of CAPTCHAs that are being used now, the security downfalls of certain CAPTCHAs, and improvements on current CAPTCHAs and CAPTCHAs that are in development.

Types of CAPTCHAs

Visual-based

Visual based CAPTCHAs come in several varieties, where the most common ones being used are distorted text embedded in images and shape recognition.  The CAPTCHAs which use distorted text in images are Gimpy, EZ-Gimpy (a variant of Gimpy), Pessimal Print, and Baffletext.  Gimpy was originally developed by Luis von Ahn from Carnegie Mellon University as well as designing a simplified version of Gimpy, called EZ-Gimpy (“Attack,” 2002).  EZ-Gimpy is currently being used by Yahoo! and a similar version is used by Hotmail (Bruno, 2003).  The main difference between Gimpy and EZ-Gimpy is that Gimpy has three or more words distorted within an image, while EZ-Gimpy usually only has one distorted word in the image.  In addition, in Gimpy, three or more words have to be guessed correctly in order to pass the test.  Both are alike in that they both use a dictionary that has a total of 850 words to choose the words that are disguised within the distorted image (Bruno, 2003; Vijayan, 2003).  Figure 2 shows an example of Gimpy.
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Figure 2.  An example of a Gimpy CAPTCHA.

Source: http://www.captcha.net

Pessimal Print was designed in 2000 by Baird from UC Berkeley/Palo Alto Research Center (PARC) and was one of the first visual based CAPTCHAs (Bruno, 2003; Chew & Baird, 2003).  The test involves reading an word that was degraded and the test is passed if the word in the image was guessed correctly.  However, the dictionary of the possible words that can be chosen is only 70 words, which makes it very susceptible to attacks, since it would be easy to have a brute-force attack break this CAPTCHA program.

Baffletext is the most recent visual based CAPTCHA which was developed in 2003 by Monica Chew and Henry Baird from UC Berkeley.  It is more powerful than the previously mentioned visual CAPTCHAs in that it does not use words that are found in an English dictionary, uses many different fonts, and does not degrade the image using physics-based degradations in which other visual CAPTCHAs use (Chew & Baird, 2003).  This is a great improvement over EZ-Gimpy and Pessimal Print in that it prevents brute-force attacks and attacks from Optical Character Recognition (OCR) programs in that Baffletext provides a complex masking technique that completely mangles the image by inserting squares, circles, and ellipses, varying the length and width of the shape, and coloring the shape of different shades of black (Chew & Baird, 2003).

An example of a shape recognition CAPTCHA is Bongo. This test presents two groups of shapes in which the shapes in each group are related to each other in some way.  Another shape is located below the two groups and the object of this test is to determine which group the shape belongs to (Ahn, Blum, & Langford, 2004).  The test is passed when the group that the shape belongs to is correctly chosen.  A similar program which does this is PIX, which uses pictures other than just shapes.  The main difference is that it asks what do the pictures describe.  However, PIX is not considered a CAPTCHA since it can be easily attacked by another program which can look in its database and find the picture and the label that is associated with it (Ahn, Blum, & Langford, 2004).  This program can be made into a CAPTCHA by distorting the images for the test.

Sound based

A sound-based CAPTCHA is used mostly to assist those who are deaf or have hearing problems.  An example of a sound-based CAPTCHA is called Sounds.  This CAPTCHA is used in Hotmail, Yahoo!, and Altavista in addition to the visual-based CAPTCHAs when registering for an account for each of these e-mail services.  The test plays an audio clip which contains the recording of a distorted word or sequence of numbers and it is passed if the word or numbers are guessed correctly (Robinson, 2002).

Attacks on CAPTCHAs

Gimpy and EZ-Gimpy

The first successful documented attack on Gimpy and EZ-Gimpy was conducted by Mori and Malik who are from the University of California, Berkeley.  Their attack involved two separate algorithms in which approached the attack from separate angles: letter by letter matching and whole word matching.  To summarize their approaches, the letter by letter matching involves making a guess as to what the letter is based on the location of the curve of the letter in the Gimpy image, forming these letters into possible words, and choosing the word that it is most likely to be.  The whole word matching essentially finds words rather than first guessing each letter to form a whole word.  The results of the tests of their attacks on EZ-Gimpy showed that it was able to find the correct word 83% of the time, which would render EZ-Gimpy ineffective if the Mori-Malik algorithm was used by malicious attackers (Mori & Malik, 2003; Knight, 2003).  The results of the tests of their attacks on Gimpy showed that it was able to find more than one word 92% of the time, more than two words 75% of the time, and all three words 33% of the time (Mori & Malik, 2003).  This results show that an attack on Gimpy would be less successful than one on EZ-Gimpy if the Mori-Malik algorithm was used, but there still would be vulnerabilities since there is a third of a chance that a computer can pass the Gimpy CAPTCHA test by using the algorithm presented by Mori and Malik.

More attacks on Gimpy and EZ-Gimpy are surfacing which proves that EZ-Gimpy and its predecessor is not a very secure and effective CAPTCHA test.  Another example of an attack is on EZ-Gimpy which was conducted by Cipolla, Stenger, Thanyananthan, and Torr from the Cambridge Vision Group.  They were able to achieve a 93% successful OCR rate which is a higher success rate than Mori and Malik’s algorithms of attacks.  However, Mori and Malik were able to meet this percentage with their technique of attacks since then (“Captcha”, 2004).

Pessimal Print

Two main methods of attack on Pessimal Print are using the Mori-Malik algorithms and brute-force.  In the research paper written by Chew and Baird, the Mori-Malik attack algorithm on EZ-Gimpy was used to attack Pessimal Print.  The results showed that the program was able to pass the test about 40% of the time (Chew & Baird, 2003), which is a higher success rate than the attack on Gimpy.  Another attack on Pessimal Print that is much simpler would be to guess one of the 70 possible words that Pessimal Print contains in its dictionary.  The odds of guessing it correctly would be 1/70 and this method of attack can be done by a computer and be passed much faster than a human can since it has a higher processing speed.

Baffletext

Currently, there is no documented successful attack on Baffletext.  However, one possible reason Baffletext is not being used more often as a CAPTCHA test is that it is not easy to pass by all humans.  By running multiple tests on the PARC Baffletext test site, http://www2.parc.com/istl/projects/captcha/baffle.htm, the success rate of passing the test is 75%.  If the average person tried to pass this test, they would have to try several times just to pass the test, which would consume time and could possibly cause unnecessary frustrations by the person.

Improvements on CAPTCHAs

There is a constant need to improve current CAPTCHAs and to develop new CAPTCHAs in order to safely secure against developing programs which can create thousands of e-mail accounts used for malicious purposes, stuff online polls with ballots, and develop worms and viruses contained in emails.  Variants of Gimpy have been developed, such as EZ-Gimpy and Gimpy-r, but both have a high success rate of attack.  New CAPTCHAs, such as Baffletext, are still in development and are being tested against known attacks on other CAPTCHAs as well as other possible attacks.  CAPTCHAs are now being more and more used in businesses to protect against intruders so it is essential that current CAPTCHAs be improved upon in terms of success rate in order to prevent a computerized attack on a system holding sensitive data.
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