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 A Comprehensive survey on Face manipulation and detection techniques by 
Tolosana, Ruben, et al [1]

 Posted on Jan 1 2020 on arxiv.org, (fairly recent paper)

 Covers four main techniques, results, datasets used, and more.
1. entire face synthesis
2. face identity swap (DeepFakes)
3. facial attributes manipulation
4. facial expression manipulation. 

Note: All citation/references are indexed with respect to the original paper



 Generate none-existent faces

 Samples from http://www.whichfaceisreal.com/
and  https://www.thispersondoesnotexist.com/

 Models
 ProGAN, StyleGAN, StyleGANv2, SNGAN, 

CramerGAN, MMDGAN, CycleGAN, Xception Net, 
Autoencoders

 StyleGAN have achieved astonishing results







used attention mechanisms to process and improve
the feature maps of CNN models



used attention mechanisms to process and improve
the feature maps of CNN models

Novel approach to remove the GAN ‘fingerprint’ from fake 
images



 Replace face of one person with another

 Two main methods
 Classical computer graphics-based techniques 

e.g. FaceSwap App
 novel deep learning techniques known as 

DeepFakes e.g. ZAO App
 E.g. https://www.youtube.com/watch?v=UlvoEW7l5rs

 Models
 FaceSwapGAN, CycleGAN, FaceNet, Autoencoders, CNN, 

SVM etc







1. Mel-Frequency Cepstral Coefficients (MFCCs) as audio features and distances between mouth landmarks as 
visual features -> PCA -> LSTM

2. used a set of 129 features related to measures like signal to noise ratio, specularity, blurriness, etc. -> PCA + 
LDA -> SVM



1. Mel-Frequency Cepstral Coefficients (MFCCs) as audio features and distances between mouth landmarks as 
visual features -> PCA -> LSTM
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current DeepFake generation algo can only create images of limited resolution, which need to be further warped to 
match the original faces. Such transforms leave distinctive artifacts in the resulting videos. 





Evaluated four different detection systems. The best one was using Xception Net pretrained with ImageNet Dataset 
and then re-trained for Fake datasets. Lower accuracy on Low-Quality samples.
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Used temporal discrepancies across frames. Trained an RNN model from scratch (not pre-trained)



 Modify some attributes of the face such 
as the color of the hair or the skin, the 
gender, the age, adding glasses, etc. 

 Models
 StarGAN, IcGANs , cGAN, Autoencoders, 

attGAN, STGAN,

 FaceApp mobile application

 Public Database
 Diverse Fake Face Dataset (DFFD)





Used attention mechanisms to process and improve the feature maps of CNN models. Created face attributes  
(hairs, glasses, skin tone, etc) using FaceApp and StarGAN
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detection system based on the spectrum domain, rather than the raw image pixels



 Modify the facial expression of the person, 
e.g., transferring the facial expression of one 
person to another person. 

 Face2Face, FaceApp applications 

 Models
 StarGAN, InterFaceGAN, UGAN, STGAN, 

AttGAN, Autoencoders, GauGAN

 Sample: 
https://www.ted.com/talks/supasorn_suwaj
anakorn_fake_videos_of_real_people_and_h
ow_to_spot_them?language=en

 Public Database
 Face-Forensics++





Xception Net based pre-trained models. Low accuracy with LQ samples.



 Media Forensics Challenge (MFC)
 launched by National Institute of Standards Technology (NIST)
 2018, 2019, 2020?

 DeepFake Detection Challenge (DFDC)
 launched by Facebook and others. (https://deepfakedetectionchallenge.ai/)
 Submission due Mar 31 2020.



 Most approaches for fake detection are focused on controlled scenarios, e.g., 
training and testing detection systems considering the same image compression 
level. 

 DeepFake detection on real life scenarios are still challenging and need more work
 Scenarios like, image/video compression levels, noise, blur, etc

 Robustness of the detection systems of unseen face manipulation attacks (e.g. use 
of future GANs or other models) is a big question!



 [1] Tolosana, Ruben, et al. "DeepFakes and Beyond: A Survey of Face Manipulation 
and Fake Detection." arXiv preprint arXiv:2001.00179 (2020).


