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Chain of Thought

● A series of intermediate reasoning steps to improve reasoning capabilities

● Usually few exemplars are provided during prompting



Motivation - Prior Work

● Scaling up LLM size alone does not improve performance

● 2 main motivations:
○ Arithmetic reasoning can benefit from generating natural language rationales

○ LLMs offer the exciting prospect of in-context few-shot learning via prompting

● Combining these 2 approaches:
○ Few shot prompt that consists of triples: <input, chain of thought, output>

● Does not require a large training dataset 

● Single model checkpoint can perform many tasks without loss of generality



Benefits

1. Decompose multi-step problems into intermediate steps: additional computation can be allocated 

to problems that require more reasoning steps.

2. Provides an interpretable window into the behavior of the model

3. Used for tasks such as math word problems, commonsense reasoning, and symbolic manipulation

4. Can be readily elicited in huge LLMs simply by including examples of CoT sequences into the 

exemplars of few-shot prompting



Results

●  Only yields performance gains when used with models of 

∼100B parameters

● Models of smaller scale produced fluent but illogical chains of 

thought



Commonsense Reasoning

● Although chain of thought is particularly suitable for math word problems, it’s language based 

nature makes it applicable to a broad class of commonsense reasoning problems.

● Results:



Symbolic Reasoning

● Simple for humans but potentially challenging for 

language models

● Tasks
○ Last letter concatenation

○ Coin flip
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