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ABSTRACT

Large Language Models (LLMs) excel at natural language tasks but often underperform 

in solving mathematical problems and logical reasoning due to their reliance on linguistic 

patterns rather than formal reasoning and symbolic manipulation. This project is the first phase 

of a two-semester effort to enhance the mathematical and logical capabilities of LLMs by 

addressing their inherent limitations, including insufficient training on structured mathematical 

data, limited multi-step reasoning abilities, and constrained context windows. In this phase, we 

focus on fine-tuning pre-trained LLMs using curated datasets such as MATH [1] and GSM8k [2], 

integrating symbolic reasoning tools like Mathics and LEAN, and employing process supervision 

and Chain-of-Thought (CoT) prompting to bridge the gap between language understanding and 

mathematical precision. The outcomes of this phase include improved model performance on 

complex math problems, basic theorem proving, and enhanced reasoning accuracy for solving 

word problems. These results lay the groundwork for the next semester, where the focus will 

shift to scaling these methods, refining hybrid models, and expanding their capabilities to tackle 

more advanced mathematical and logical reasoning tasks. This work represents a significant 

step toward developing robust hybrid models capable of handling diverse and challenging 

mathematical and logical domains.

Keywords: Large Language Models, LLMs, Mathics, Lean, Chain-of-Thought prompting, 
Fine Tuning
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INTRODUCTION
Large Language Models (LLMs) have transformed natural language processing (NLP) by 

demonstrating proficiency in generating human-like text, understanding context, and performing 

a variety of language-related tasks. However, their performance on mathematical and logical 

reasoning problems remains suboptimal. Hendrycks, et al. proposed that this limitation arises 

because LLMs are predominantly trained on natural language corpora, which lack the structure 

and symbolic reasoning required for precise mathematical computations and multi-step logical 

deduction. Consequently, their responses to mathematical queries often prioritize linguistic 

plausibility over accuracy and mathematical reasoning, resulting in incorrect yet 

plausible-sounding answers. This project addresses these limitations by enhancing LLMs with 

specialized training and symbolic reasoning tools. 

Mathematics and logic form the backbone of many critical applications, ranging from 

scientific research and engineering to decision-making systems and automated theorem 

proving. Enhancing the mathematical and logical reasoning capabilities of LLMs is therefore 

essential for expanding their utility in these domains. To address this challenge, this project 

investigates methods to improve LLM performance on mathematical problems and logical 

reasoning tasks. The approach combines fine-tuning on curated datasets, integrating symbolic 

reasoning systems, and leveraging advanced training methodologies such as process 

supervision and Chain-of-Thought (CoT) prompting [10].

This report documents the progress made during the first phase of a 2 semester long 

project in addressing the limitations of LLMs in handling mathematical problems. It covers the 

fine-tuning of LLMs using datasets such as MATH [1] and GSM8k [2], integration with symbolic 

tools like Mathics and LEAN to perform complex calculations and theorem proving in addition to 

creation of custom datasets to evaluate model performance. The deliverables include enhanced 

models capable of performing basic theorem proving, solving word problems, and conducting 

symbolic computations. This work represents a step toward hybrid AI systems that combine the 

generalization capabilities of LLMs with the rigor of formal reasoning. 

The rest of this report is organized into a set of 4 deliverables. Deliverable 1 involves fine-tuning 

GPT-2 on the MATH and GSM8k datasets using the parameter-efficient DoRA technique to 

improve its ability to solve mathematical problems. Deliverable 2 focuses on integrating Mathics, 
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an open-source symbolic mathematics engine, with LangChain to enable LLMs to perform 

complex calculations like integrals. Deliverable 3 utilized the LEAN proof assistant to prove the 

Infinite Primes Theorem, showcasing the power of formal verification tools for theorem proving. 

Finally, Deliverable 4 combined Mathics and LEAN in a unified langchain pipeline to solve 

mathematical word problems and prove theorems, demonstrating the potential of hybrid AI 

systems that merge LLMs with symbolic computation and formal reasoning tools. Last section 

summarizes the findings and concludes the work done .
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DELIVERABLE-1: FINE-TUNING GPT-2 ON MATH 

& GSM8k DATASETS

This deliverable focuses on fine-tuning GPT-2, a pre-trained LLM, on the MATH dataset 

to improve its ability to solve complex mathematical problems. This task leverages the DoRA 

(Decomposed Low-Rank Adaptation) technique for parameter-efficient fine-tuning, forming a 

foundation for adapting an LLM to answer mathematical problems.

1. Parameter-Efficient Fine-Tuning (PEFT) Techniques

LLMs usually consist of billions of tunable weights. In order to train such huge models 

from scratch, a lot of computational resources and time are required. PEFT techniques have 

emerged as effective methods for adapting large pre-trained models to specialized tasks without 

retraining the entire model while achieving the same result. By focusing on a subset of 

parameters, these techniques reduce computational requirements, memory usage, and training 

time, making them suitable for tasks with limited resources. The idea stems from the fact that a 

pre-trained LM can be applied to down-stream tasks by changing a small subset of parameters 

[3]. Two widely used PEFT techniques are Low-Rank Adaptation (LoRA) and Decomposed 

Low-Rank Adaptation (DoRA) were explored in this project to fine-tune GPT-2 effectively.

1.1 Low-Rank Adaptation (LoRA)

LoRA is a PEFT method that adapts pre-trained models by introducing low-rank 

decomposition matrices to update the model's weights. Instead of modifying the entire 

parameter space, LoRA updates only low-rank representations, significantly reducing the 

number of trainable parameters. It introduces rank decomposition matrices for efficient 

parameter updates and supports fine-tuning on downstream tasks with minimal computational 

overhead. 
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Fig 1: LoRA architecture

Drawing reference from Edward Hu et al., LoRA was applied on self-attention layers of a 

GPT-2 transformer during fine-tuning on the MATH and GSM8k datasets. This enabled efficient 

adaptation to mathematical reasoning tasks
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1.2 Decomposed Low-Rank Adaptation (DoRA)

Fig 2: DoRA Architecture. Courtesy: NVIDIA’s blog post

DoRA builds on the concepts of LoRA by introducing additional decomposition 

techniques to bridge the gap between LoRA and Full tuning arising from LoRA’s limited learning 

capabilities [4]. DoRA achieves this through decomposition of original matrix W into Magnitude 

M and direction D matrices each of which can be tuned independently.

2. MATH Dataset

MATH dataset is used to evaluate and enhance the mathematical problem-solving 

abilities of machine learning models. It comprises 12,500 high-school-level math problems with 

varying difficulty levels ranging from 1 to 5. Of these, 7,500 problems are designated for training, 

and 5,000 for testing. The dataset covers topics such as Prealgebra, Algebra, Number Theory, 

Counting and Probability, Geometry, Intermediate Algebra, and Precalculus. Each problem is 

formatted in LaTeX with visual elements generated using the Asymptote vector graphics 

language. Solutions include step-by-step derivations and a boxed final answer, facilitating 

interpretability and learning using Chain of thought , as proposed by Jason Wei et al. 
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Complemented by the AMPS dataset, which contains over 100,000 problems for pretraining, the 

MATH dataset enables models to improve their accuracy and reasoning abilities when 

fine-tuned effectively .

A base LLM model has been fine-tuned on the MATH dataset using DoRA [12] . The 

process involved initializing the GPT-2 model and tokenizer using the Hugging Face library, 

preprocessing and tokenizing the dataset, and splitting it into 90% training and 10% validation 

subsets. Training configurations included a learning rate of 5e-5, a batch size of 8, and one 

epoch due to computational constraints. The fine-tuned model demonstrated improved 

mathematical reasoning compared to the base GPT-2, though limitations in GPU resources and 

dataset pre-training constrained its overall accuracy. It is published on hugging face as 

rkumar1999/gpt2-fine-tuned-math.

The image below shows the result of fine-tuning highlighting that the model has learnt 

mathematical equations and model in formal mathematical terms.
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3. GSM8k Dataset

The GSM8k (Grade School Math 8K) is a dataset of 8.5K high quality linguistically 

diverse grade school math word problems. The dataset was created to support the task of 

question answering on basic mathematical problems that require multi-step reasoning. It  offers 

unique challenges, requiring the model to not only understand problem statements but also 

perform sequential reasoning to arrive at correct solutions [2]

The dataset was prepared using custom preprocessing and tokenization methods to 

ensure compatibility with GPT-2's architecture. Fine-tuning parameters included a learning rate 

of 5e-5, a batch size of 4, and 10 epochs to achieve better optimization. DoRA was again 
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utilized to adapt the model efficiently for this specialized task. The fine-tuned model displayed 

enhanced capabilities in solving grade-school-level word problems, producing more structured 

and logical solutions compared to the base GPT-2 model. However, like the MATH dataset, 

computational limitations impacted the model's performance on more complex tasks. The 

trained model is available on hugging face as rkumar1999/gpt2-fine-tuned-gsm8k. 

The results showed that GSM8k dataset enabled the model to improve its handling of 

structured mathematical problems and extended these capabilities to word problems requiring 
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multi-step reasoning. 
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DELIVERABLE-2: Integrating Mathics Tool to 

Compute Integrals

This deliverable focuses on integrating Mathics, an open-source symbolic mathematics 

engine, into a LangChain pipeline to enable the LLM to compute complex mathematical 

expressions, such as integrals. The primary goal was to enhance the computational abilities of 

LLMs by combining their linguistic reasoning capabilities with Mathics' symbolic computation 

power.

1. Mathics Overview

Mathics is an open-source tool that provides functionality similar to Mathematica, 

supporting algebraic manipulation, calculus, and plotting. It allows users to perform symbolic 

computations, define functions, and visualize data. The flexibility of Mathics, with its 

command-line and web-based interfaces, makes it an ideal tool for integration with LLMs for 

solving complex mathematical problems [8].

2. Integration with LLM

2.1 Framework

The integration was implemented using LangChain, a framework designed to enable 

LLMs to invoke external tools dynamically. LangChain’s create_tool_calling_agent function was 

used to create an agent that could seamlessly call Mathics for specific tasks [9].

2.2 Tool Implementation

A custom tool, perform_math, was designed to interact with Mathics. The tool used the 

MathicsSession class to handle mathematical queries, converting input expressions into a 

Python-compatible format. This allowed for smooth communication between the LLM and 

Mathics.
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A LangChain agent was built using the Mathics tool, allowing the LLM to invoke Mathics 

when mathematical computations were required. The agent was capable of handling user 

queries, determining whether to process them linguistically or pass them to Mathics for symbolic 

computation.

2.3 Results

The system was tested by solving integrals, such as computing the integral of sin ^2 ( 𝑥 ) 

from 0 to 𝜋 / 2. The Mathics-integrated model successfully computed the result ( 𝜋 / 4 ), 

demonstrating accurate and reliable performance.
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This deliverable highlights the potential of integrating LLMs with symbolic computation 

engines like Mathics. By combining the linguistic reasoning of LLMs with Mathics' mathematical 

capabilities, the system was able to handle complex computations that would otherwise be 

beyond the scope of the LLM alone. This integration sets the stage for more advanced hybrid 

systems capable of tackling diverse mathematical and logical challenges.
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DELIVERABLE-3: Infinite Primes theorem using 

LEAN
The objective of this deliverable was to demonstrate the utility of formal proof verification 

systems in mathematical reasoning and to explore the integration of automated theorem proving 

tools with language models. It proves the Infinite Primes Theorem, a fundamental result in 

number theory, using the LEAN proof assistant. It aligns with the overall project goal by 

showcasing how formal reasoning tools can complement LLMs to enhance their logical 

capabilities and address complex mathematical challenges.

1. LEAN Overview

LEAN is a proof assistant and functional programming language based on the calculus 

of constructions with inductive types. It provides a robust environment for formalizing 

mathematics and verifying proofs. LEAN enables mathematicians and computer scientists to 

construct and validate mathematical proofs in a formal, rigorous manner, ensuring correctness 

[5].

2. LEAN Project Setup

The proof was implemented in LEAN 4. The setup involved installing LEAN 4 and Lake, 

its project management tool. Initializing a new LEAN project using lake new and compiling the 

project using lake build to check for syntax and type errors before proceeding with the 

implementation.

3. Proof Implementation
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The Infinite Primes Theorem was formalized and proved in LEAN. The proof relies on 

classical number theory concepts, particularly the factorial of a number and the properties of 

prime numbers. The proof is as follows:

Fig 3: This proof demonstrates that for any natural number n, there exists a prime  p≥n by 

considering the smallest prime factor of n!+1. It uses the fact that  n!+1 cannot be divisible by 

any prime ≤n, ensuring the infinitude of primes.
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DELIVERABLE-4: Integrating Mathics and LEAN to 

Solve Mathematical Word Problems

Deliverable 4 aimed to create a unified pipeline by integrating Mathics, a symbolic 

computation tool, and LEAN, a formal proof assistant, to solve complex mathematical word 

problems. The primary objective was to demonstrate how combining these tools with LLMs can 

enhance their ability to tackle problems requiring symbolic manipulation and theorem proving.

1. Methodology

This integration was implemented using LangChain’s framework, enabling seamless 

interaction between the LLM, Mathics, and LEAN. The approach involved leveraging Mathics for 

symbolic computation tasks, such as evaluating mathematical expressions, and using LEAN to 

formalize and prove theorems. The LLM served as a bridge, parsing user inputs and invoking 

the appropriate tool for solving specific tasks.

1.1 Integration of Mathics

The Mathics tool, previously integrated in Deliverable 2, was extended to support more 

complex expressions required for solving word problems. Mathics was invoked through a 

LangChain agent using its MathicsSession class to handle symbolic computations. For 

example, queries like "Find the integral of sin²(x) from 0 to π/2" were passed to Mathics, which 

returned precise results.

1.2 Integration of LEAN



Enhancing LLM's Math and Logical Reasoning Abilities

A custom class, Proof Assistant, was designed to interact with LEAN. The class used a 

pre-trained sequence-to-sequence model [6] to generate proof tactics. The integration included 

the following key components:

● Proof Initialization: LEAN’s REPL (Read-Eval-Print Loop) was used to define initial proof 

states with placeholders (sorry) for unresolved steps

● Tactic Generation: The model generated potential tactics for each proof state, which 

were recursively applied to explore solution paths

● Proof Validation: Each step was verified to ensure correctness, with LEAN providing 

feedback on unresolved goals or errors.

1.3 Pipeline Integration

The combined system allowed for dynamic switching between Mathics and LEAN based 

on the problem’s requirements. For example, while Mathics handled numerical calculations, 

LEAN proved supporting mathematical theorems. This enabled the LLM to solve problems 

involving both symbolic computation and formal reasoning.
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Fig 4: Using Tool class of langchain to invoke Mathics and LEAN

2. Results

The integration successfully demonstrated the complementary strengths of Mathics and 

LEAN in solving mathematical word problems. Mathics provided accurate solutions for symbolic 

expressions, while LEAN ensured logical rigor by verifying underlying mathematical principles. 

Together, these tools significantly enhanced the LLM’s problem-solving capabilities, enabling it 

to tackle more complex and multi-faceted tasks. For instance, the pipeline accurately solved 

problems like evaluating integrals and proving supporting theorems to validate results.
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Fig 5: Invoking the Langchain
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Ⅶ. CONCLUSION

This project makes advancements in enhancing the mathematical and logical reasoning 

capabilities of LLMs by integrating them with specialized tools and datasets. LLMs, despite their 

remarkable performance in natural language understanding, face limitations in solving complex 

mathematical problems and logical tasks due to their training predominantly on natural language 

data. We address these challenges by fine-tuning LLMs on domain-specific datasets, employing 

parameter-efficient techniques, and integrating symbolic computation and proof assistant tools.

Through the deliverables, the project successfully showcased how fine-tuning LLMs on 

datasets like MATH and GSM8k can improve their ability to handle structured mathematical 

problems and word problems requiring multi-step reasoning. The use of DoRA, a 

parameter-efficient fine-tuning technique, allowed for effective adaptation of GPT-2 with limited 

computational resources. While these models demonstrated noticeable improvements, further 

pre-training on foundational datasets and access to greater computational power could unlock 

their full potential.

The integration of Mathics as a symbolic computation tool and LEAN as a proof assistant 

further expanded the scope of the project. Mathics empowered the LLM to perform accurate 

symbolic manipulations, such as evaluating integrals and solving equations, while LEAN 

enabled formal theorem proving, exemplified by the successful proof of the Infinite Primes 

Theorem. Combining these tools into a unified pipeline allowed for seamless transitions 

between symbolic computations and logical verifications, enabling the resolution of complex 

mathematical word problems.

Overall, it underscores the value of hybrid AI systems that combine the linguistic 

reasoning capabilities of LLMs with the rigor of symbolic computation and formal proof 

verification tools. This is the first phase of a two-semester project, laying the foundation for 

scaling these methods and addressing more advanced challenges in the next phase. Moving 

forward, further optimization of these systems, including pre-training on larger mathematical 

datasets and enhancing integration pipelines, could yield even more powerful and versatile AI 

systems capable of addressing broader and more complex challenges in mathematics and 

logic.
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