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Introduction

● ChatGPT - Large Language Model and Natural Language Processing

● A-Frame - Virtual Reality environment

● Problem Statement:

○ Current 3D modeling applications have a steep learning curve and can be 

overwhelming for new users.

● Project Goals:

○ Develop a system that combines ChatGPT and A-Frame to create a user-driven 

3D modeling approach.

○ Evaluate this system’s reliability and accuracy.



Background - Related Work

● Limited research on ChatGPT and A-Frame for the purpose of 3D 

modeling.

● Takashi Yoshinaga - AR/VR engineer tested ChatGTP and A-Frame.

● 2D Image Generation Research (DALLE-2, OpenAI model for image 

generation).



Background - A-Frame

● A-Frame: Online framework for creating virtual 

reality experiences.

● HTML/JavaScript 

● Entity-Component System (like in Unity3D)

● Three.js: JavaScript API used for web browser 

graphics and mathematics.

● A-Frame provides a web-based virtual 

environment for 3D modeling.



Background - ChatGPT

● ChatGPT: a chatbot developed by OpenAI.

● GPT: Generative Pre-Trained Transformer 

● Several use cases -

○ Summarization

○ Conversational/chatbot agent

○ Music notation, code snippets, etc.

● GPT4.0 Turbo, GPT3.5 Turbo



Implementation - Preliminary Work

● A-Frame setup 

● ChatGPT API communication

● ChatGPT 3D modeling interpreter

● Voice commands integration



Implementation - A-Frame Environment

● A-Frame setup: 
○ Lighting
○ Camera/controllers
○ Simple Test Scene
○ Hosted by Glitch

● Workflow comparison with Unity3D
○ Positioning objects
○ Texturing
○ Door functionality



Implementation - ChatGPT API Connection

● Communication with ChatGPT API:

○ API POST request

○ GPT model parameters



Implementation - ChatGPT Interpreter

● Integration of ChatGPT with A-Frame:

○ Parsing A-Frame Code and other responses

○ Simple and Complex Entities



Implementation - Voice Commands

● Handling Voice Commands:

○ Whisper Model (Transcriptions)

○ Text-To-Speech feedback



Implementation - Serialization 

● Serialization:

○ Saving entities as JSON objects

○ Saving all entities to a JSON file

○ Storage: 

■ Browser Local Storage

■ Disk



Implementation - Deserialization

● Deserialization:

○ Load JSON file and JSON objects

○ Load from Browser or from Disk



Implementation - Custom A-Frame Components

● Built-in A-Frame components 

● Custom A-Frame Component Generation:

○ Generating components

○ Parsing and keeping track of components

○ Eval() Function

● Updating Serialization



Implementation - Custom A-Frame Component Results



Implementation - Extended Three.js Geometry

● Built-in primitive geometry

○ Ex. Boxes, Spheres, Torus, etc.

● Custom Shape Geometry Generation:

○ Referenced Three.js libraries:

■ Shape

■ ExtrudeGeometry

■ BufferGeometry



Implementation - Three.js Geometry Results



Experiments

● Testing Metrics:
○ Success Rate 

■ 0 or 1
○ Relevance Score 

■ 0, 1, 2, or 3
○ Response time and standard deviation

● Testing Variable:
○ Temperature

■ 0.0, 0.5, 1.0, 1.5, 2.0

Score: 1

Score: 3

Score: 2



Experiments

● Testing Sets: (50 unique test cases, total test executions = 750)

Testing Category Examples

System “Create a light-red cube”, “Load scene from disk”

Simple Generation “Create a line of 3 small light-blue tetrahedrons”

Simple Functionality “Create a cube that shrinks and expands along the x axis”

Complex Generation “Create a classic cornell box setup”

Complex Functionality “Create an animated double helix”

Scenario “First start by adding a floor”, “Then add four walls…”

Stress “Create a snowflake with fractal geometry”

Error Handling “ ”, “What is today’s weather?”



Results 



Results 



Results - Success Rate



Results - Relevance Score



Results - Relevance Score



Results - Standard Deviation

● As temperature increases, so does the standard deviation



Results - Response Time

● Response time results:

○ High response times for complex prompts.

● Waiting for extended response times after giving a command.



Video Demonstration

https://docs.google.com/file/d/1svZUyde257KDFWFnKsZmd7P5lQNLiych/preview


Conclusion

● We developed a system that allows users to create and modify 3D models 

in a virtual environment using natural language prompts.

● Our findings demonstrate that the system is most reliable and relevant 

with lower temperatures around 0.5 and 1.0. It’s especially relevant when 

using simpler commands.

● The system is capable of processing complex commands, but it has the 

drawback of experiencing long response times with ChatGPT.



Future Work

● Use different or new large 

language models to test which 

provides the fastest response 

times and higher relevance 

results.

● Augmented Reality and Apple 

Vision/Oculus Quest 3
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