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I. INTRODUCTION ON ATTENTION MECHANISM 

LSTMs addressed the gradient vanishing problem, often found in models such as recurrent neural networks 

[1], but the vanishing effect was still noticeable when the distance between two related items in a sequence 

was beyond the capability of the memory. Bahdanau et al. [2] introduced the attention mechanism to mimic 

human translators: cutting a long sentence into smaller fragments and processing each of them. Instead of 

trying to memorize all the necessary context, the attention mechanism scanned through the passage and 

looked for the related terms, mimicking human translators paying attention to the keywords in passages. 

“Attention” described how related two items were. For instance, the term “device” had a high attention with 

“computer” could imply “device” was referring to “computer” in a sentence. 

[3] claiming “attention is all you need” in 2017 further promoted the success of attention models in NMT. 

The model proposed by Bahdanau et al. [2] was not parallelizable since RNN was part of the 

implementation, while [3] designed a highly parallel model and improved the translation quality. Every 

component of the input sequence could be processed independently on different processors, where each of 

which computed the attention and determines the translation. 

Attention mechanism applied three different information extraction functions to each component in the 

input sequence: query, key, and value, where all three functions are linear transformation of the input value 

as follows:  

Query: 𝑞 = 𝑊 𝑎  

Key: 𝑘 = 𝑊 𝑎  

Value: 𝑣 = 𝑊 𝑎  

where 𝑊 were trainable weights for different functions and 𝑎 

were inputs for to be parsed  

 

With all q, k, v values for each component in the sequence, the attention score between component was 

computed as 𝛼 , = 𝑞 ∙ 𝑘 , where 𝛼 ,  is the attention score between first and second items. All q, k, v 

permutations were multiplied to obtain all attention scores, and all the attention scores would be normalized 
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and multiplied to all corresponding vi. The output of an attention layer was 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑄𝐾 )𝑉, where 𝑄, V 

were matrices of q and v values, and 𝐾  was the transpose of k values. 

 

Fig 1. Output of a component after one attention layer 

The advantages of attention model compared to other seq2seq model such as LSTM included being more 

efficient and to resolve relationships that were further from each other. Each LSTM node needed to wait 

for its previous node to complete to proceed, i.e., LSTM nodes were dependent to each other. And such 

dependency made parallel execution impossible. However, attention mechanism computed three different 

functions on each input and could be parallelized. For example, in Fig 1., o1, o2, and o3 could be computed 

in parallel, because they were independent to each other. Although LSTM could preserve information 

coming from positions that were far from the current ones, the information was diluted after each LSTM 

node such that the information would eventually vanish. Instead of solving the gradient vanishing problem, 

LSTM offered a mitigated remedy. Attention mechanism provided a seemingly thorough solution to the 

gradient vanishing problem: by performing attention to the entire sequence, all the relevant information 

could be observed from every position.   
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Ideally, performing attention to all components in sequences would preserve all information embedded 

between them, but doing so would require a great amount of computing resources. To calculate attention 

between components in a n-length sequence, it would require n2 computations: calculating attention for one 

component required (𝑞 𝑘 + 𝑞 𝑘 + ⋯ + 𝑞 𝑘 )𝑣 , and therefore for all the components n2 computations 

were needed. Thus, attention models such as Transformer [3], BERT [4], etc., had maximum input length 

limitations such that the models could be efficient and powerful.  

Attention mechanisms were then deployed to applications such as graph analysis tasks [5], summarizing, 

text classification, sentiment analysis, and computer vision [6]. As described in the previous paragraph, 

attention models limited the window to perform attention, and since more applications started utilizing 

attention mechanisms, protocols to alleviate the hardware stress were delivered. [7] presented a pattern for 

performing attention: instead of computing attention to all permutations, compute attention for those in the 

following three categories: i) ones that were close to each other, ii) one of the components in the permutation 

was the first or second component, and iii) ones that were randomly selected. In Fig 2., the new attention 

pattern proposed by [7] was presented. 

 

Fig 2. (a) Full attention compared to (b) Big Bird attention 

[7] demonstrated similar, some even better, results compared to other attention models. The first kind of 

pattern listed in the previous paragraph, corresponding to blue ones in Fig 2(b), were inspired by the 

observation that contexts in NLP displayed a high locality of reference, and was also supported by [8]. The 

second type of pattern was designed by theoretical analysis by the authors and was proven critical to the 
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model performance. By attending all tokens to O(1) specific tokens preserved the expressive power of the 

model. Finally, each token randomly selected r tokens to attend to such that the distance between any two 

tokens was  logarithmic to the number of tokens. 

However, there was no evidence listed in [7] indicating the proposed model could achieve similar results 

within a same amount of time. The paper proved that the Big Bird model required more layers to achieve 

tasks that could be achieved by one layer of full-attention. Although Big Bird required less hardware 

resources, it was uncertain if the configuration yielded a shorter computation time. 

 

II. ATTENTION MECHANISM CONFIGURATION 

With numerous attention-based model available [5] [6], this report aimed to conduct experiment on the ones 

proposed by [3] and [7]. This report used the news corpus in [9] as the data for training and testing, where 

the longest English sentence had 575 words and the longest Chinese sentence had 713 words. In both 

configurations, SentencePiece [10] tokenization was adopted. 

1. Attention model 

The Transformer model was configured with one layer of encoder and one layer of decoder, where full 

attention (compute attention for all token permutation) was deployed.  

2. Big Bird model 

Although [7] didn’t experiment Big Bird on translation tasks, this report tried to explore its capability to 

translate English sentences to Chinese. The most similar task done on the original paper was 

summarization, so this report adapted the configuration used in summarization task. The translation 

model was configured with 12 layers of Big Bird encoder and 6 layers of Big Bird decoder. 
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III. EXPERIMENT 

1. Attention model 

The Transformer model obtained a BLEU score of 10.45 after training for 30 epochs. It was much lower 

than the original paper listed, where it achieved 41 BLEU score on English to French translation. The 

original paper trained with 6 encoder layers and 6 decoder layer on 45 million pairs of sentences, while 

the experiment conducted in the paper had 1 encoder layer and 1 decoder layer trained on 130 thousand 

pairs of sentences.  

However, some intuitive results would be shown to provide insights on the attention model. In Fig 3., 

some acceptable results were shown. The example showed that the model could learn phonetics (“Diego” 

was translated in an acceptable but different way), semantics (“can” , “how”, and “find out” were all 

translated into synonyms), and sentence structures (the model successfully attend 2005 to tokens that 

were in the front and put it in the front). 

 

Fig 3. Some acceptable results 
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Still, some unwanted results were also observed. In Fig 4., the stuttering translation saw on LSTM NMT 

model was observed in this model. In Fig 5., domain-specific jargons were wrongly translated.  

 

Fig 4. Some stuttering translation 

 

Fig 5. Scientific jargon translation 

2. Big Bird model 

At the time this report was written, the experiments on Big Bird model couldn’t be properly trained. 

Currently, the training process could run for couple steps until running out of memory, and errors 

inherited from external libraries couldn’t be resolved yet.  
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Fig 6. Big Bird running out of memory 

 

IV. CONCLUSION 

Attention models provided a way to better address the gradient vanishing problem; despite the experiment 

results listed in section III wasn’t long enough to claim that attention model indeed preserved the context 

information while LSTM models couldn’t, it demonstrated being capable of retaining such information.  

Another observation that was yet to be discovered on the prior LSTM model was that the Transformer 

model capable of learning phonetic information to translate names by the way it sounded. Nonetheless, as 

stated in section I, with the input length exceeding the attention window and uncertainty on Big Bird being 

faster than full attention models, a solution enabling long sequences to benefit from the power of attention 

model was wanted. 
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