DOCUMENT-LEVEL MACHINE TRANSLATION WITH HIERARCHICAL ATTENTION

Document-Level Machine Translation with Hierarchical Attention

Experiments with baseline attention-based machine translator

Presented to Prof. Chris Pollett
Department of Computer Science

San Jose State University

In Partial Fulfillment
Of the Requirements of the Class
Fall 2022: CS 297

By
Yu-Tang Shen
November 2022



DOCUMENT-LEVEL MACHINE TRANSLATION WITH HIERARCHICAL ATTENTION

TABLE OF CONTENTS

I. INTRODUCTION ON ATTENTION MECHANISM ...ovniiietiiee et e et eeeeeeeeeeeveeaeeeeeeaaeeenenns

II. ATTENTION MECHANISM CONFIGURATION ... .ovtmitettiee et e e e eeeeeeeeeaeeeeeeeaeeeeeenaeeenenns

TIL. EXPERIMENT ...ttt e et e e e e e e e e e e e e e e e e e e e e e s e e e eeseeee e e e e eaa e s eeeanaeeeeennaaseeennaanaaes

TV . CONCLUSION .....oootttiieeee ettt e e e e ettt eeeee s e e e e et teaaa e aaaaeseseeesaasaaaesesesereesasanaseseseeerasannnns

REFERENCES.......uiiiiitottttitee ettt ettt e e et taee s ettt s s e ttaassestaaassettaassesssasessauasssssanssssnnnsssssnnasees



DOCUMENT-LEVEL MACHINE TRANSLATION WITH HIERARCHICAL ATTENTION

I. INTRODUCTION ON ATTENTION MECHANISM
LSTMs addressed the gradient vanishing problem, often found in models such as recurrent neural networks
[1], but the vanishing effect was still noticeable when the distance between two related items in a sequence
was beyond the capability of the memory. Bahdanau et al. [2] introduced the attention mechanism to mimic
human translators: cutting a long sentence into smaller fragments and processing each of them. Instead of
trying to memorize all the necessary context, the attention mechanism scanned through the passage and
looked for the related terms, mimicking human translators paying attention to the keywords in passages.
“Attention” described how related two items were. For instance, the term “device” had a high attention with

“computer” could imply “device” was referring to “computer” in a sentence.

[3] claiming “attention is all you need” in 2017 further promoted the success of attention models in NMT.
The model proposed by Bahdanau et al. [2] was not parallelizable since RNN was part of the
implementation, while [3] designed a highly parallel model and improved the translation quality. Every
component of the input sequence could be processed independently on different processors, where each of

which computed the attention and determines the translation.

Attention mechanism applied three different information extraction functions to each component in the

input sequence: query, key, and value, where all three functions are linear transformation of the input value

as follows:
Query: q; = Wyq; where W were trainable weights for different functions and a
Key: k; = Wya; were inputs for to be parsed

Value: v; = W,aq;
With all ¢, &, v values for each component in the sequence, the attention score between component was
computed as a; , = qq * k,, where a; , is the attention score between first and second items. All ¢, k, v

permutations were multiplied to obtain all attention scores, and all the attention scores would be normalized
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and multiplied to all corresponding v;. The output of an attention layer was softmax(QKT)V, where Q,V

were matrices of ¢ and v values, and KT was the transpose of k values.
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Fig 1. Output of a component after one attention layer

The advantages of attention model compared to other seq2seq model such as LSTM included being more
efficient and to resolve relationships that were further from each other. Each LSTM node needed to wait
for its previous node to complete to proceed, i.e., LSTM nodes were dependent to each other. And such
dependency made parallel execution impossible. However, attention mechanism computed three different
functions on each input and could be parallelized. For example, in Fig 1., o/, 0°, and o’ could be computed
in parallel, because they were independent to each other. Although LSTM could preserve information
coming from positions that were far from the current ones, the information was diluted after each LSTM
node such that the information would eventually vanish. Instead of solving the gradient vanishing problem,
LSTM offered a mitigated remedy. Attention mechanism provided a seemingly thorough solution to the
gradient vanishing problem: by performing attention to the entire sequence, all the relevant information

could be observed from every position.
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Ideally, performing attention to all components in sequences would preserve all information embedded
between them, but doing so would require a great amount of computing resources. To calculate attention
between components in a n-length sequence, it would require 7” computations: calculating attention for one
component required (q;kq + q;k; + -+ + q;k,)v;, and therefore for all the components 7’ computations
were needed. Thus, attention models such as Transformer [3], BERT [4], etc., had maximum input length

limitations such that the models could be efficient and powerful.

Attention mechanisms were then deployed to applications such as graph analysis tasks [5], summarizing,
text classification, sentiment analysis, and computer vision [6]. As described in the previous paragraph,
attention models limited the window to perform attention, and since more applications started utilizing
attention mechanisms, protocols to alleviate the hardware stress were delivered. [7] presented a pattern for
performing attention: instead of computing attention to all permutations, compute attention for those in the
following three categories: i) ones that were close to each other, ii) one of the components in the permutation
was the first or second component, and iii) ones that were randomly selected. In Fig 2., the new attention

pattern proposed by [7] was presented.
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Fig 2. (a) Full attention compared to (b) Big Bird attention

[7] demonstrated similar, some even better, results compared to other attention models. The first kind of
pattern listed in the previous paragraph, corresponding to blue ones in Fig 2(b), were inspired by the
observation that contexts in NLP displayed a high locality of reference, and was also supported by [8]. The

second type of pattern was designed by theoretical analysis by the authors and was proven critical to the
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model performance. By attending all tokens to O(1) specific tokens preserved the expressive power of the
model. Finally, each token randomly selected r tokens to attend to such that the distance between any two

tokens was logarithmic to the number of tokens.

However, there was no evidence listed in [7] indicating the proposed model could achieve similar results
within a same amount of time. The paper proved that the Big Bird model required more layers to achieve
tasks that could be achieved by one layer of full-attention. Although Big Bird required less hardware

resources, it was uncertain if the configuration yielded a shorter computation time.

II. ATTENTION MECHANISM CONFIGURATION
With numerous attention-based model available [5] [6], this report aimed to conduct experiment on the ones
proposed by [3] and [7]. This report used the news corpus in [9] as the data for training and testing, where
the longest English sentence had 575 words and the longest Chinese sentence had 713 words. In both

configurations, SentencePiece [10] tokenization was adopted.

1. Attention model

The Transformer model was configured with one layer of encoder and one layer of decoder, where full

attention (compute attention for all token permutation) was deployed.
2. Big Bird model

Although [7] didn’t experiment Big Bird on translation tasks, this report tried to explore its capability to
translate English sentences to Chinese. The most similar task done on the original paper was
summarization, so this report adapted the configuration used in summarization task. The translation

model was configured with 12 layers of Big Bird encoder and 6 layers of Big Bird decoder.



DOCUMENT-LEVEL MACHINE TRANSLATION WITH HIERARCHICAL ATTENTION

III. EXPERIMENT

1. Attention model

The Transformer model obtained a BLEU score of 10.45 after training for 30 epochs. It was much lower
than the original paper listed, where it achieved 41 BLEU score on English to French translation. The
original paper trained with 6 encoder layers and 6 decoder layer on 45 million pairs of sentences, while
the experiment conducted in the paper had 1 encoder layer and 1 decoder layer trained on 130 thousand

pairs of sentences.

However, some intuitive results would be shown to provide insights on the attention model. In Fig 3.,
some acceptable results were shown. The example showed that the model could learn phonetics (“Diego”
was translated in an acceptable but different way), semantics (“can” , “how”, and “find out” were all
translated into synonyms), and sentence structures (the model successfully attend 2005 to tokens that

were in the front and put it in the front).

[Source]: diego had to get off at the same stop .
[Prediction]: BX ER—MELEELE .
[Original]: FILE4 —UECOIFIEE

[Source]: do you think he can get down from the tree ?
[Prediction]: f{RIZf TR LT3
[Original]: RIADfBEEMD

[Source]: people love to find out " how " to do things .
[Prediction]: AMIEWXE " B4l " HOFE .

[Original]: AfJEBERTE " #fa " #HFE .

[Source]: statistical data from the chinese authorities shows that bilateral

trade between portugal and china in the first half of 2005 totaled us$908 million .
[Prediction]: RHEIEER , 2005E L EFEFNFELR/ZENZESEIRET ,

2005 EHFIRK9.08(ZETT .
[Original]: FEIBAMNAHHFER , 20055 EXERNFEIGARSTNN9.08LET -

[Source]: senior u . s . and pakistani military leaders met this week on
an american aircraft carrier to discuss the violence .

[Prediction]: ZEMIEEIIEESTASAETEREZE CT|NED o

[Original]: EEMEBEHBEASHIASAFTFEEZE—MEOZEM EHETRAHIORE .

Fig 3. Some acceptable results
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Still, some unwanted results were also observed. In Fig 4., the stuttering translation saw on LSTM NMT

model was observed in this model. In Fig 5., domain-specific jargons were wrongly translated.

[Source]: south africa’'s sasol operates natural gas projects at
temane and panda in the southern province f inhambane .

[Prediction]: BHFEZRJABARRASKA 2

[Original]: BAFEFER/R &EFQEB‘?E@?%EEW%B'J%%f%F’*Jpanda Enf?’ﬂl‘“g o

[Source]: the things that increase greatly are personalization ,

customization and domains that cut across cultural , social and regional boundaries .
[Prediction]: KZFHEN AL, k. X1k, X1k, # 5. HE HE #HE,

2 e e HR2 Ha8 #HE HE 455
[Original]: AERMOATEBEL, HFHXS

Fig 4. Some stuttering translation

[Source]: hastings thinks the newly identified species , named
cerrejonisuchus improcerus , would've been easy pickings for titanoboa .
[Prediction]: BEANRNFKHEMK , &Y
cer‘jonsjonchchonchanchchonchanchonchanchonchanchancho = REZH

[Original]: HAMSSHEDERNTEER. FARICKRERIIZETESRILLE .

[Source]: results: the structures of the two constituents obtained were elucidated
as 10 amino 2 , 4 dime thoxyphenanthrene 1 carboxylic acid lactam ,
3,4 5 trimeth oxyphenyl 1 o B d glucopyranoside .

[Prediction]: 7-%24343444444444445344534453|
4\3\4\\ 4534344453444534444444344444

)
5
[Original]: &%: , PTETAN: 108845283
S_HFREEFIE AR, SRRNAMETAETHEL ; 3, 4 , S=REREF1opdEUTE

Fig 5. Scientific jargon translation

2. Big Bird model

At the time this report was written, the experiments on Big Bird model couldn’t be properly trained.
Currently, the training process could run for couple steps until running out of memory, and errors

inherited from external libraries couldn’t be resolved yet.
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2022-11-28

tensorflow/tsl/framework/bfc_allocator. 4
tensorflow/tsl/framework/bfc_allocator.cc: 8] 1 Chunks of size 110100480 totalling 105.00MiB
1
1

Chunks of size 108527616 totalling 414.00MiB

tensorflow/tsl/framework/bfc_allocator.
2022-11-28 tensorflow/tsl/framework/bfc_allocator.
2022-11-28 tensorflow/tsl/framework/bfc_allocator.cc: 27 Chunks of size 150994944 totalling 3.80GiB

I
I
1 Chunks of size 130285568 totalling 124.25MiB
I
+9 I
2022-11-28 . : I tensorflow/tsl/framework/bfc_allocator.cc: 1 Chunks of size 158072832 totalling 150.75MiB
I
1
I
I
I

Chunks of size 138412032 totalling 132.00MiB

2022-11-28 tensorflow/tsl/framework/bfc_allocator.c 2 Chunks of size 177733632 totalling 339.00MiB

tensorflow/tsl/framework/bfc_allocator. 1 Chunks of size 220712960 totalling 210.49MiB

tensorflow/tsl/framework/bfc_allocator.cc: 6 Chunks of size 276824064 totalling 1.55GiB

tensorflow/tsl/framework/bfc_allocator.cc: Sum Total of in-use chunks: 15.48GiB

tensorflow/tsl/framework/bfc_allocator.cc: total_region_allocated_bytes_: 16635121664 memory limit_: 16635121664 available bytes: @ curr_region_allocatio

2022-11-28

: I tensorflow/tsl/framework/bfc_allocator.cc: Stats:
16635121664
16621086208

MaxInUse: 16621086208

NumALLloc 1967

MaxAllocSize: 276824064

Reserved: 0

PeakReserved:

LargestFreeBlock: 0

2022-11-28 21:3 % w t-:-r\scrFlow/tsl/'framewurk/hfciallccawr.cc:492] ek e ke ek e ke ok ok e e ko ke ok ko ek ok ks ko ok ok ok ek ok ok ok e ko ok e ok o ko ok e ko ok ek ek ek ok ek ek ok ek ok ek ek ek ok
2022-11-28 21 5 W tensorflow/core/framework/op_kernel.cc:1830] OP_REQUIRES failed at cwise_ops_common.h:123 : RESOURCE_EXHAUSTED: OOM when allocating tensor with shape[4,3072,3
072] and type float on /job:localhost/replica:0/task:0/device:CPU:0 by allocator mklcpu
INFO: tensorflow: training loop marked as finished
11128 21:31:57.411848 140567906538304 error_handling.py:115] training loop marked as finished
WARNING: tensorflow:Reraising captured error
W1128 21:31:57.437516 140567906538304 error_handling.py:149] Reraising captured error
Traceback (most recent call last):
File "/mnt/c/Users/yutan/Desktop/bb/bigbird/venv/lib/python3.9/site-packages/tensorflow/python/client/session.py”, line 1378, in _do_call
return fn(*args)
File "/mnt/c/Users/yutan/Desktop/bb/bigbird/venv/lib/python3.9/site-packages/tensorflow/python/client/session.py”, line 1361, in _run_fn
return self. call_tf_sessionrun(options, feed dict, fetch_list,
File "/mnt/c/Users/yutan/Desktop/bb/bigbird/venv/lib/python3.9/site-packages/tensorflow/python/client/session.py”, line 1454, in _call_tf_sessionrun
return tf_session.TF_SessionRun_wrapper(self._session, options, feed_dict,
tensorflow.python.framework.errors_impl.ResourceExhaustedError: OOM when allocating tensor with shape[4,3072,3072] and type float on /job:localhost/replica:@/task:0/device:CPU:0 by allocat
or mklepu
[[{{node gradients/bert_1/encoder/layer_5/dense_1/Pow_grad/mul}}1]
Hint: If you want to see a list of allocated tensors when OOM happens, add report_tensor_allocations_upon_oom to RunOptions for current allocation info. This isn't available when running i
n Eager mode.

During handling of the above exception, another exception occurred:

Traceback (most recent call last):
File "/mnt/c/Users/yutan/Desktop/bb/bighird/run_translation.py”, line 548, in <module>
app.run(main)
File "/mnt/c/Users/yutan/Desktop/bb/bigbird/venv/lib/python3.9/site-packages/absl/app.py", line 308, in run

Fig 6. Big Bird running out of memory

IV. CONCLUSION
Attention models provided a way to better address the gradient vanishing problem; despite the experiment
results listed in section III wasn’t long enough to claim that attention model indeed preserved the context

information while LSTM models couldn’t, it demonstrated being capable of retaining such information.

Another observation that was yet to be discovered on the prior LSTM model was that the Transformer
model capable of learning phonetic information to translate names by the way it sounded. Nonetheless, as
stated in section I, with the input length exceeding the attention window and uncertainty on Big Bird being
faster than full attention models, a solution enabling long sequences to benefit from the power of attention

model was wanted.
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