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I. INTRODUCTION

There are millions of documents generated every week on the internet. It is highly impossible to manage them manually and perform complex tasks such as classification, regression, etc. on the data extracted from these documents. Neural networks come in picture here, for processing a huge amount of data and applying different techniques to it in order to get clusters, classifiers and so on. It helps in getting vectors from words and applying them to different problems to get the solution. It also helps in getting machines to understand if the entered keyword ‘apple’ is the company and not a tasty fruit. The answer to the above questions lie in creating a representation for words that capture their meanings, semantic relationships and the different types of contexts they are used in. And all of these are implemented by using Word Embeddings or numerical representations of texts so that computers may handle them.

Our aim for CS297-298 is to build an entity disambiguation system. The Wikipedia data set has been used as data set in many research projects. In our project, we use the English Wikipedia dataset as a source of word sense, and word embedding to determine the sense of word within the given context. Word embeddings were originally introduced by Bengio, et al, in 2000 [2]. A Word embedding is a parameterized function mapping words in some language to high-Word Sense Determination from Wikipedia Data Using a Neural Net 4 dimensional vectors. Methods to generate this mapping include neural networks, dimensionality reduction on the word co-occurrence matrix, probabilistic models, and explicit representation in terms of the context in which words appear. Using a neural network to learn word embedding is one of the most
exciting areas of research in deep learning now [3]. Unlike previous work, in our project, we will use neural network to learn word embeddings.

The demonstration of hash to vector method will be carried out where hash is generated for every word and it gets updated as the window slides over the words. It then stores hash for every word in dictionary form and get the final hash to vector results. We would also like to compare the results using hash2vec.

The following are the deliverables I have done in this semester to understand the essence of neural network, word embedding and the work flow of TensorFlow. In Deliverable 1, we presented the introduction to word embedding using word to vec and developed a simple program to convert words into vectors (word2vec) using TensorFlow and genism. In Deliverable 2, we have applied word2vec approach for a simple application of calculating the cosine similarity of words. In Deliverable 3, we presented the introduction to word embedding using hashing features and discussed the algorithm. In Deliverable 4, we have applied hash2vec to find the nearest word for the given word. This is also a simple application of hash2vec. In Deliverable 5, we have demonstrated simple hashing trick which can be used for documentation classification which shows the power of hashing to distinguish between different words in the area where large data is available. More details of these deliverables are discussed in the following sections.
I. Deliverable 1

Our first deliverable was an example program of wordtovec implemented in TensorFlow and also using gensim. This program used softmax to convert words into vector. Prior to implementation, I studied machine learning, neural network and Python.

A word embedding is a parameterized function mapping words in some language to high-dimensional vectors. Methods to generate this mapping include neural networks, dimensionality reduction on the word co-occurrence matrix, probabilistic models, and explicit representation in terms of the context in which words appear.

We will first introduce word embedding in this section and then show the details about its implementation.

A word embedding is sometimes called a word representation or a word vector. It maps words to a high dimensional vector of real numbers. The meaningful vector learned can be used to perform some task. Visualizing the representation of a word in a two-dimensional projection, we can sometimes see its “intuitive sense”. For example, looking at Figure 1, digits are close together, and there are linear relationships between words.

\[
\text{word} \rightarrow \mathbb{R}^n
\]

\[W(“cat”) = [0.3, \ -0.2, \ 0.7, \ …]\]

\[W(“dog”) = [0.5, \ 0.4 \ -0.6, \ …]\]
Two different learning models were introduced that can be used as part of the word2vec approach to learn the word embedding; they are:

- Continuous Bag-of-Words, or CBOW model.
- Continuous Skip-Gram Model.

The CBOW model learns the embedding by predicting the current word based on its context. The continuous skip-gram model learns by predicting the surrounding words given a current word.

The continuous skip-gram model learns by predicting the surrounding words given a current word.
Now we will discuss the implementation of word2vec.

1) Using CBOW model:

Using gensim with widow size =5 and dimensions=100.

```python
# iterate through each sentence in the file
for i in sent_tokenize(f):
    temp = []

    # tokenize the sentence into words
    for j in word_tokenize(i):
        temp.append(j.lower())

    data.append(temp)

# Create CBOW model
model1 = gensim.models.Word2Vec(data, min_count=1,
                                size=100, window=5)
print(model1['depression'])
```
Compare word2vec with hash2vec for Word Sense Disambiguation on Wikipedia corpus

Output:

```
[ 0.03788123 -0.2772148 -0.85472996 -0.39745352 -0.65378919 -0.13384913
  0.2290379  0.28047553 -0.61906377 -0.2462122  0.31205466  0.81364776
  0.24829896 -0.62358551 -0.30878412 -0.48740874  0.3516262  0.0019828
  0.21937475 -0.27436197 -0.11905518 -0.24527144  0.6357647  0.81730038
  0.76881117 -0.60266266  0.02470344  0.09798579 -0.3117343  0.4468228
 -0.18106839 -0.9769415  0.10895246 -0.21528585 -0.83096304  0.5910964
  0.6523466 -0.4619728  0.1996471 -0.69807467 -0.11902777 -0.33543566
  0.36411163 -0.2996199 -0.8552342 -0.89461975 -0.22560762 -0.2592777
 -0.11320846  0.1654151  0.14296421 -0.87830333  0.23422149 -0.398138
 -0.3287724 -0.22679003  0.21035006  0.22878534 -0.15798935  0.19710819
  0.08592687  0.26672465  0.21243766 -0.00708382  0.8380735 -0.1935334
  0.72830814  0.8871184 -0.8284268  0.5748133  0.0253343  0.02742345
  0.27741852  0.322978  0.02292877  0.12218948  0.63869346  0.273213
  0.3355827 -0.53912365 -0.3217896  0.39421222  0.11840669 -0.19314203
  0.00666486  0.4254168 -0.83333811 -1.0430989 -0.19321114  1.9333696
  0.11852864  0.13961989  0.30791209  0.5705533 -0.0588621 -0.16835992
  0.3497423  0.08251685  0.04176003 -0.16250323]
```

figure. 3. Word2vec implementation output

Now, lets see how the above given word2vec can be applied in real-time applications.

As a part of research in CS297, I read a paper[4] which focuses on syntactic and semantic analogies as discussed below in detail. the example is discussed below.

Finding analogies such as “Germany” : “Berlin” :: “France” : ?, which are solved by finding a vector x such that vec(x) closest to

\[ \text{vec(“Berlin”)} - \text{vec(“Germany”)} + \text{vec(“France”)} \]

The task has two categories:

- syntactic analogies (such as “quick” : “quickly” :: “slow” : “slowly”)
- semantic analogies, such as the country to capital city relationship.

We can focus more on these relationships in the CS298 project and compare different results using different word embedding techniques such as negative sampling, sub-sampling etc.
II. DELIVERABLE 2

In our deliverable2, we demonstrated the usage of word2vec and experimented if it really works with simple distance parameter such as cosine similarity. Let's first introduce cosine similarity and then discuss the implementation details.

Among different distance metrics, cosine similarity is simple and most used in word2vec. It is normalized dot product of 2 vectors and this ratio defines the angle between them. Two vectors with the same orientation have a cosine similarity of 1, two vectors at 90° have a similarity of 0, and two vectors diametrically opposed have a similarity of -1, independent of their magnitude.

We have applied cosine function to compare the linear relationship between words. E.g. if I compare words depression and geology those words should be more similar i.e. the distance between them should be less and hence cosine similarity would be more for these words. This particular property of word2vec shows its linear compositionality.

Implementation and output:

```python
print("Cosine similarity between 'depression' and 'geology' - CBOW : ",
      model1.similarity('depression', 'geology'))
```

```
Cosine similarity between 'depression' and 'geology' - CBOW : 0.9998096
```

The result shows that they are near to each other in the vector space.
III. **Deliverable 3**

As we have seen word embeddings using softmax function in neural network, it is purely based on learning words within layers and then calculating using softmax function with the given context and dimensions. This is a very time consuming process and hence Luis, Matias, and Joaquin [1] proposed an idea of hash2vec word embeddings.

A simple technique for dimensionality reduction is Feature Hashing [5] The idea is to apply a hashing function to each feature of a high dimensional vector to determine a new dimension for the feature in a reduced space. Feature hashing has been used successfully to reduce the dimensionality of the BOW model for texts [5]. [6] used feature hashing to classify mail as spam or ham. To mitigate the effect of hash collisions [7] propose the use of a second hash function $\xi$ that determines the sign of a feature. Therefore if we apply the feature hashing to the word co-occurrence matrix we are able to obtain an embedding where the inner products between the embedded vectors accurately represent the inner products between the original vectors in the co-occurrence matrix.

Let's discuss the algorithm in detail.
Algorithm:

The below algorithm is referred from [1].

Hash2Vec Parameters:
- n the embedding size, k the context size, h hash function,
- ξ hash sign function and f aging function.

1: words ← Dictionary()
2: for every word w in text do
3: if w /∈ keys(words) then words[w] ← Array(n)
4: for every context word cw with distance d do
5: weight ← f(d)
6: sign ← ξ(cw)
7: words[w][h(cw)] ← words[w][h(cw)] + sign × weight

Let’s check the hashing function implementation in detail now.

Hash function:

```python
def getHash(self, word):
    val = hash(word)
    hid = val % NB_DIMS
    hsn = val % 2
    sign = -1
    if hsn:
        sign = 1
    return hid, sign
```

figure 4. Calculate hash
IV. DELIVERABLE 4

In this deliverable, we tried to test the vectors produced in previous deliverable i.e. hash2vec vectors to calculate their distance by using euclidean distance formula. Lets get some insights about euclidean distance first and then see details about its implementation in this deliverable.

The Euclidean distance between the points p and q is the length of the line segment connecting them[9]. if p = (p1, p2,..., pn) and q = (q1, q2,..., qn) are two points in Euclidean n-space, then the distance (d) from p to q, or from q to p is given by the below formula.

$$d(p, q) = d(q, p) = \sqrt{(q_1 - p_1)^2 + (q_2 - p_2)^2 + \cdots + (q_n - p_n)^2}$$

$$= \sqrt{\sum_{i=1}^{n} (q_i - p_i)^2}.$$

Now, we shall see the implementation of this formula to calculate the distance between two vectors calculated from hash2vec method.
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```
def getSimilar(self, sw):
    sw = sw.lower()
    if not sw in self.dic:
        return None
    pos = self.dic[sw]
    swVec = self.vec[pos]
    top10 = []
    nbTop = 0
    # den1 = np.sqrt(sum([pow(v, 2) for v in swVec]))
    den1 = 1
    for index, v in enumerate(self.vec):
        if index == pos: continue
        den2 = np.sqrt(sum([pow(ve, 2) for ve in v]))
        simVal = np.dot(swVec, v) / (den1 * den2)
        if nbTop < 10:
            top10.append((index, simVal))
            nbTop += 1
        else:
            self.__insert(index, simVal, top10)
    top10.sort(key=lambda tup: tup[1], reverse=True)
    similarTerms = []
    for elm in top10:
        similarTerms.append([self.rev_dic(elm[0]), elm[1]])
    return similarTerms
```

Output:

Words similar to recession:

<table>
<thead>
<tr>
<th>Word</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>crisis</td>
<td>0.15437</td>
</tr>
<tr>
<td>during</td>
<td>0.15241</td>
</tr>
<tr>
<td>economic</td>
<td>0.14849</td>
</tr>
<tr>
<td>financial</td>
<td>0.14816</td>
</tr>
</tbody>
</table>

------------------------
V. DELIVERABLE 5

We have done some experimentation with feature hashing in some areas it is also called as hashing trick. First lets see what hashing trick is and then we would discuss its implementation details.

In a typical document classification task, the input to the machine learning algorithm (both during learning and classification) is text. From this, a bag of words (BOW) model can be constructed: the individual tokens are extracted and counted, and each distinct token in the training set defines a feature of each of the documents in both the training and test sets.

Hashing function can be defined here as [from wikipedia] :

```plaintext
function hashing_vectorizer(features : array of string, N : integer):
    x := new vector[N]
    for f in features:
        h := hash(f)
        x[h mod N] += 1
    return x
```
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The given below is hashing trick implementation.

```python
wordset=set()
vocab=set()
for word in f.split():
    print(word)
    wordset.add(word)
    vector=feature_hash(word,100)
    print(len(wordset))
for element in wordset:
    vector=feature_hash(element,9000,123)
    print(vector)
    vectList=vector.tolist()
    vocab.update({element:vectList})

def feature_hash(feature, dim, seed=123):
    vec = np.zeros(dim)
    i = mmh3.hash(feature, seed) % dim
    vec[i] = 1
    return vec
```
VI. CONCLUSION

During CS297, I started by learning neural networks, TensorFlow, gensim and hashing techniques. I practiced on programming to solidify my understanding and gain experience. Literature review on word embedding helped me understand what it is and how it can be used in my project. The different papers proposed to apply different techniques while doing word embeddings using word2vec added different approaches for data preprocessing to do in CS298. Also, learning about hash2vec enhanced my understanding of application if hashing in various applications. In CS297, I also started data preprocessing, however, most of the work of data processing will not be done until I figure out the requirements of the data when I work out how to create the model. In CS 298, I will work on how to use these two models in different ways and compare results on the performance and accuracy. To do this, I will need to gather a deeper understanding of how these word2vec vectors and hash2vec vectors can be applied to find the semantic and syntactic analogies. Data processing will also be an important part of CS298 as well. Meanwhile, I will research on how to evaluate the outcome of the model as well.
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